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EDITORIAL

“GREATEST VICTORIES ARE THE LEAST NOISY. MANIFESTATION OF THE NEW WORLD

IS NOT PROCLAIMED BY THE BEATS OF DRUMS.”

-MOTHER

We are extremely happy to present this issue (NSV 13, No. 1, June 2017) just

in time. We thank our contributors, evaluators, readers and well wishers for their

consistent support which has made it possible.

This issue contains 2 articles, 4 research articles, 1 review article, Biography and

other things as usual.

Under the caption Management and Statistics First Article is given by

A.C.Brahmbhatt which discusses briefly mathematical programming approach for media

scheduling.

Second Article under this caption is an interesting one discussing briefly about

Data Mining. It is furnished by Jayesh R. Purohit.

First research article given by Prankumar M. and G.V.S.R.Anjaneyulu discusses

sample size determination under given situations.

Second research article presented by Kalpesh Tailor describes mean deviation

control chart under six sigma initiatives.

Third research article considers econometric data analysis pertaining to GSRTC.

It is furnished by H.M. Dixit, P.M. Parmar and S.N. Jaiswal.

Fourth research article given by Priti Ravat discusses some health indicators

for Gujarat State based upon NSS data. (It is given in Gujarati Language)

There is one review article discussing briefly about six sigma deployment in

higher education. It is presented by Nimisha Shah and N.D.Shah.

Biography of famous mathematician cum statistician Abraham De Moivre is

furnished by H.D.Budhbhatti.

S. V. News letter section is presented by K. Muralidharan.
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Readers Forum section is represented by A. M. Patel

We are highly indebted to our following referees who have done an excellent job

of evaluating the articles / papers submitted for this issue. (Their names are give one

by one in order of their appearance in the journal)

(1) Jayesh R. Purohit (2) A. C. Brahmbhatt

(3) D. K. Ghosh (4) Hemal B. Pandya

(5) M. B. Thakar (6) P. H. Thakar

(7) R. G. Bhatt (8) Shailesh Teredesai

As usual, Digital Copy of this issue will be sent to all our readers whose email

ID are with us. Printed copy will follow soon. Our contributors will be given offprints

of their published article and certificate along with the printed copy.

Wishing you pink health and seasons greetings.

Happy Statistics Day (29 June, 2017) to you.

Ahmedabad

Date : 30-06-2017

Note : Members of editorial board are in no way concerned with the views,
opinions or ideas expressed in this issue. Authenticity responsibility lies
solely with the persons presenting them.



123456789012345678901234567890121234567890123456789012345678901212345678901234567890
123456789012345678901234567890121234567890123456789012345678901212345678901234567890
123456789012345678901234567890121234567890123456789012345678901212345678901234567890
123456789012345678901234567890121234567890123456789012345678901212345678901234567890
123456789012345678901234567890121234567890123456789012345678901212345678901234567890

5 Sankhya  Vignan (NSV 13) June 2017

SANKHYA VIGNAN
PEER REVIEWED REFREED BI-ANNUAL JOURNAL

ISSN:2321-0877
(Journal of Research and Readings in Applied Statistics)

• Listed at International ISSN Directory, PARIS

Average Circulation Rate : 850
Average Journal Evaluation Score: 7.50 (As on 31 Dec., 2016)

PUBLISHED BY GSA
GUJARAT STATISTICAL ASSOCIATION

FROM EDITOR’S DESK
SANKHYA VIGNAN is a peer reviewed refereed Bi-Annually journal that publishes empirical,
conceptual and review papers of exceptional quality that contribute to Statistics Theory and enriched
Applications of Statistical Techniques in various fields. The objective of the Journal is to disseminate
knowledge, which ensures good practice of professional management and its focal point is on research
and reflections relevant to academicians and practitioners in the field of Applied Statistics.

PEER REVIEW PROCESS
(1) To maintain PEER REVIEW REGISTER giving full details about authors, Refrees, decisions

and internal rankings, before printing the Issue
(2) All research articles published in the SANKHYA VIGNAN will undergo full peer review process.

It should be clear for authors that the Editor In Chief is responsible for the final decision
about the submitted papers; have the right to accept\reject any paper.  The Editor In Chief
will choose any option from the following to review the submitted papers:

a). send the paper to two reviewers, if the results were negative by one reviewer and positive
by the other one; then the editor may send the paper for third reviewer or he take
immediately the final decision by accepting\rejecting the paper. The Editor In Chief will
ask the selected reviewers to present the results within 7 working days, if they were unable
to complete the review within the agreed period then the editor have the right to resend
the papers for new reviewers using the same procedure. If the Editor In Chief was not
able to find suitable reviewers for certain papers then he has the right to accept\reject the
paper.

b). sends the paper to a selected editorial board member(s) or reviewer.
c). the Editor In Chief himself evaluates the paper.

(3) The authors of the papers/ Articles accepted for publication need to submit a duly signed
copyright form within maximum one week of their receiving intimation of acceptance of their
paper/ article.

(4) To give each published issue for evaluation by two external Refrees other than editors) obtain
evaluation reports and journal evaluation Score out of 10 points.

(5) To declare average Journal Evaluation Score on the basis of the scores given by these two
Refrees for each published issue.

(6) To keep all records in perfect order.
(7) Invite and accept suggestions made by the Refrees for Peer Review.



12345678901234567890123456789012123456789012345678901234567890121234567890123456789
12345678901234567890123456789012123456789012345678901234567890121234567890123456789
12345678901234567890123456789012123456789012345678901234567890121234567890123456789
12345678901234567890123456789012123456789012345678901234567890121234567890123456789
12345678901234567890123456789012123456789012345678901234567890121234567890123456789

6Sankhya  Vignan (NSV 13) June 2017

PEER REVIEW COMMITTEE:

It consists of six members:
• • • • • Editor In Chief • • • • • Two Joint Editors
• • • • • Two External Referees • • • • • Editorial Secretary

PAPERS/ MANUSCRIPT EVALUATION CRITERIA
Each submitted manuscript is evaluated on the following basis:
• The originality of its contribution.
• The soundness of its theory and methodology.
• The coherence of its analysis.
• The ability to communicate to readers (grammar and style).
• All research papers are reviewed by at least two suitably qualified experts.
•  All publication decisions are made by the journals’ Editor on the basis of the reviews provided.
• Normal turn-around time for evaluation of manuscripts is 21 days from the date of recipient.

GUIDELINES FOR AUTHORS
1. The first page of the article should contain full name of authors with designation and

correspondence address, contact Numbers and E-Mail Ids  (Both Institution and residential) 
2. The research must be original in nature and is neither published nor under consideration for

publication anywhere else.
3. The review process may take 2-3 days and the status would be known within 24 hours of

submission of the article. It is mandatory to mention a valid email and mobile number. We
acknowledge the receipt of your article and subscription fee by email. 

4. The abstract should not be more than 200-250 words and it should adequately describe the
work and highlight its significance. Avoid the use of abbreviation and reference in the abstract.
The abstract should be followed by relevant keywords. 

5. The main paper (Manuscripts) should not exceed more than 3,000 to 4,000 words(including
graphs&charts).

6. Article should be typed in 12 point - Times New Roman Fonts English with a one and half space
and single column with 1 Margin on a Standard A4 size Paper. The Page numbers should
be at the center of every page. All headings & sub headings must be in bold letters.

7. Table should be numbered consecutively,the title of the table should be placed above the table.
The source should be indicated at the bottom.

8. All the tables, charts, graphs, diagrams should be in black and not in colors.
9. Footnotes, italics, and quotation marks should be kept to the minimum.
10. References should be mentioned in APA Referencing Format.

HOW TO SUBMIT
a) We will accept soft copies of article through online submissions at the E-Mail ID:  (i)

svgsa2015@gmail.com, (ii) drjayesh.purohit@gmail.com (iii)bbjani2012@gmail.com
b) Two hard copies should be sent to

Dr. B. B. Jani
Chief Editor, Sankhya Vignan
B/14, Bansidhar Appartments, Mirambica Road, Naranpura, Ahmedabad - 380 013
(R) 079-27476770 (M) 9824057902



123456789012345678901234567890121234567890123456789012345678901212345678901234567890
123456789012345678901234567890121234567890123456789012345678901212345678901234567890
123456789012345678901234567890121234567890123456789012345678901212345678901234567890
123456789012345678901234567890121234567890123456789012345678901212345678901234567890
123456789012345678901234567890121234567890123456789012345678901212345678901234567890

7 Sankhya  Vignan (NSV 13) June 2017

ABSTRACT

This article refers to the media scheduling activities and gives an indication
where mathematical programming techniques can be introduced at different
activity levels.

KEYWORDS
LP (Linear Programming, ILP (Interger Liner Programming, NLP (Non-linear

Programming), SP (Stochastic Programming), DP (Dynamic Programming)

The marketing of any product or service revolves around designing  an ideal
mix of four Ps—Product , Price, Promotion and Place. The third P of promotion
, in turn, is again a mix of various promotional elements viz. Advertising, Public
Relation, Sales Promotion, Publicity etc. In the Advertising decisions   at the core
is designing a Media-mix or Media Scheduling Plan.Along  with other approaches,
the Mathematical Programming approach for the purpose has gained considerable
importance amongst media planners and researchers.

In the wake of varieties of newer and newer  media  emerging in the recent
time,the decision as to how many insertions to be made in each medium with
the minimum cost has become more pertinent for media planners. Herein where
the Mathematical programming has gained wider acceptance.  A  Linear Programming
(LP) approach was adopted by researchers wherein the objective function was of
maximizing the total rated exposure to the insertions made in various media  subject
to the cost constraints.  Though it helps to arrive at the decision, LP suffers from
several limitations.It is based on certain assumptions that are far from reality. For
example  the assumption that the insertion is a continuous variable is unrealistic.

THE MATHEMATICAL PROGRAMMING APPROACH
TO MEDIA SCHEDULING

A. C. BRAHMBHATT*

MANAGEMENT AND STATISTICS (ARTICLE)

• Research mentor at PDPU, Gandhinagar

(Recd. May ’17 / Revd. June ’17) email : acbpramukh@hotmail.com
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The function of rated exposure is linear is again not much realistic. The cost of
media insertion is constant that may not hold true in reality.

The total rated exposure function, more often being non-linear, Non-Linear
Programming(NLP) would be more appropriate . Its special case can be solved
by The Piecewise Linear Programming  when the Rated Exposure function is
conclave i.e. no increasing return. This is done by splitting the NLP into equivalent
LP.

Another approach is based on setting goals of Advertising , which are mainly
two- Reach—Total number of people exposed to at least one advertisement related
to product in a given time period;  and  Frequency —Average number of
advertisement for the product seen by each member of the target group during
the given time period. Goal Programming is based on such goals. It is based on
minimizing an objective function that is the weighted sum of the deviations from
the set goals.The constraints  are Reach and Frequency goals  which are established
for various market segments in particular time periods  and an usual budget
constraint. The limitation of the approach is that it is completely dependent on
the goals that are set. Also it is using a rounding off procedure to  specify the
integer number of insertions in different media. In order to do away with this
limitation , a more appropriate approach of Integer Linear Programming (ILP) is
used.

Most of the limitations encountered  in the earlier approaches are taken care
of  by Little and Lodish*  who developed a model called MEDIAC  using sales
as the criterion for the media schedule adopting the Dynamic Programming
approach.

Though the acumen ,  experience , competitive intelligence and  strategic
vision of the advertisers play a vital role in media  planning and media scheduling
decisions, the Mathematical Programming  approaches  help them  refine their
decision making process to achieve the  higher order goals of advertising  viz.
Sales and  Profit goals.

ACKNOWLEDGEMENT:
I thank the referee for reviewing my article.

REFERENCES:
J.D.C. Little and L.M. Lodish, (1966)  A  media selection model and its
optimization by Dynamic Programming,’  Industrial Management Review, VIII
(Fall, 1966) pp.15-24.
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ABSTRACT

This article describes briefly the main features related with data mining.
Scope of data mining along with its modus operandi is discussed and an
indication is given for profitable applications of data mining.

KEYWORDS
Data Access, Predictions, OLAP (Online Analytical Processing) Data Mining

techniques

1. OVERVIEW
Data mining, the extraction of hidden predictive information from large

databases, is a powerful new technology with great potential to help companies
focus on the most important information in their data warehouses. Data mining
tools predict future trends and behaviours, allowing businesses to make proactive,
knowledge-driven decisions. The automated, prospective analyses offered by data
mining move beyond the analyses of past events provided by retrospective tools
typical of decision support systems. Data mining tools can answer business
questions that traditionally were too time consuming to resolve. They scour
databases for hidden patterns, finding predictive information that experts may miss
because it lies outside their expectations.

Most companies already collect and refine massive quantities of data. Data
mining techniques can be implemented rapidly on existing software and hardware
platforms to enhance the value of existing information resources and can be

DATA MINING

JAYESH R. PUROHIT*

MANAGEMENT AND STATISTICS  (ARTICLE)

• Mantra Consultants, Ahmedabad, email : drjayesh.purohit@gmail.com

(recd. May ’17 / revd. June ’17)
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integrated with new products and systems as they are brought on-line. When
implemented on high performance client/server or parallel processing computers,
data mining tools can analyze massive databases to deliver answers to questions
such as, “Which clients are most likely to respond to my next promotional mailing,
and why?”

This white paper provides an introduction to the basic technologies of data
mining. Examples of profitable applications illustrate its relevance to today’s
business environment as well as a basic description of how data warehouse
architectures can evolve to deliver the value of data mining to end users.

2. THE FOUNDATIONS OF DATA MINING
Data mining techniques are the result of a long process of research and

product development. This evolution began when business data was first stored
on computers, continued with improvements in data access, and more recently,
generated technologies that allow users to navigate through their data in real time.
Data mining takes this evolutionary process beyond retrospective data access and
navigation to prospective and proactive information delivery. Data mining is ready
for application in the business community because it is supported by three
technologies that are now sufficiently mature:

• Massive data collection
• Powerful multiprocessor computers
• Data mining algorithms
Commercial databases are growing at unprecedented rates. A recent META

Group survey of data warehouse projects found that 19% of respondents are beyond
the 50 gigabyte level, while 59% expect to be there by second quarter of 1996.1
In some industries, such as retail, these numbers can be much larger. The
accompanying need for improved computational engines can now be met in a cost-
effective manner with parallel multiprocessor computer technology. Data mining
algorithms embody techniques that have existed for at least 10 years, but have
only recently been implemented as mature, reliable, understandable tools that
consistently outperform older statistical methods.
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In the evolution from business data to business information, each new step
has built upon the previous one. For example, dynamic data access is critical for
drill-through in data navigation applications, and the ability to store large databases
is critical to data mining. From the user’s point of view, the four steps listed in
Table 1 were revolutionary because they allowed new business questions to be
answered accurately and quickly.

Table 1.

3. STEPS IN THE EVOLUTION OF DATA MINING
The core components of data mining technology have been under development

for decades, in research areas such as statistics, artificial intelligence and machine
learning. Today, the maturity of these techniques, coupled with high-performance
relational database engines and broad data integration efforts, make these
technologies practical for current data warehouse environments.

4. THE SCOPE OF DATA MINING
Data mining derives its name from the similarities between searching for
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valuable business information in a large database — for example, finding linked
products in gigabytes of store scanner data — and mining a mountain for a vein
of valuable ore. Both processes require either sifting through an immense amount
of material, or intelligently probing it to find exactly where the value resides. Given
databases of sufficient size and quality, data mining technology can generate new
business opportunities by providing these capabilities:
• Automated prediction of trends and behaviours. Data mining automates

the process of finding predictive information in large databases. Questions
that traditionally required extensive hands-on analysis can now be answered
directly from the data — quickly. A typical example of a predictive problem
is targeted marketing. Data mining uses data on past promotional mailings
to identify the targets most likely to maximize return on investment in future
mailings. Other predictive problems include forecasting bankruptcy and
other forms of default, and identifying segments of a population likely to
respond similarly to given events.

• Automated discovery of previously unknown patterns. Data mining tools
sweep through databases and identify previously hidden patterns in one step.
An example of pattern discovery is the analysis of retail sales data to identify
seemingly unrelated products that are often purchased together. Other pattern
discovery problems include detecting fraudulent credit card transactions and
identifying anomalous data that could represent data entry keying errors.

Data mining techniques can yield the benefits of automation on existing
software and hardware platforms, and can be implemented on new systems as
existing platforms are upgraded and new products developed. When data mining
tools are implemented on high performance parallel processing systems, they can
analyze massive databases in minutes. Faster processing means that users can
automatically experiment with more models to understand complex data. High
speed makes it practical for users to analyze huge quantities of data. Larger
databases, in turn, yield improved predictions.

Databases can be larger in both depth and breadth:
• More columns. Analysts must often limit the number of variables they
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examine when doing hands-on analysis due to time constraints. Yet variables
that are discarded because they seem unimportant may carry information
about unknown patterns. High performance data mining allows users to
explore the full depth of a database, without preselecting a subset of
variables.

• More rows. Larger samples yield lower estimation errors and variance, and
allow users to make inferences about small but important segments of a
population.

A recent Gartner Group Advanced Technology Research Note listed data
mining and artificial intelligence at the top of the five key technology areas that
“will clearly have a major impact across a wide range of industries within the
next 3 to 5 years.”2 Gartner also listed parallel architectures and data mining as
two of the top 10 new technologies in which companies will invest during the
next 5 years. According to a recent Gartner HPC Research Note, “With the rapid
advance in data capture, transmission and storage, large-systems users will
increasingly need to implement new and innovative ways to mine the after-market
value of their vast stores of detail data, employing MPP [massively parallel
processing] systems to create new sources of business advantage (0.9 probability).”3

The most commonly used techniques in data mining are:
• Artificial neural networks: Non-linear predictive models that learn through

training and resemble biological neural networks in structure.
• Decision trees: Tree-shaped structures that represent sets of decisions. These

decisions generate rules for the classification of a dataset. Specific decision
tree methods include Classification and Regression Trees (CART) and Chi
Square Automatic Interaction Detection (CHAID).

• Genetic algorithms: Optimization techniques that use processes such as
genetic combination, mutation, and natural selection in a design based on
the concepts of evolution.

• Nearest neighbour method: A technique that classifies each record in a
dataset based on a combination of the classes of the k record(s) most similar
to it in a historical dataset (where k ³ 1). Sometimes called the k-nearest
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neighbour technique.
• Rule induction: The extraction of useful if-then rules from data based on

statistical significance.
Many of these technologies have been in use for more than a decade in

specialized analysis tools that work with relatively small volumes of data. These
capabilities are now evolving to integrate directly with industry-standard data
warehouse and OLAP platforms. The appendix to this white paper provides a
glossary of data mining terms.

5. HOW DATA MINING WORKS
How exactly is data mining able to tell you important things that you didn’t

know or what is going to happen next? The technique that is used to perform
these feats in data mining is called modelling. Modelling is simply the act of
building a model in one situation where you know the answer and then applying
it to another situation that you don’t. For instance, if you were looking for a sunken
Spanish galleon on the high seas the first thing you might do is to research the
times when Spanish treasure had been found by others in the past. You might
note that these ships often tend to be found off the coast of Bermuda and that
there are certain characteristics to the ocean currents, and certain routes that have
likely been taken by the ship’s captains in that era. You note these similarities
and build a model that includes the characteristics that are common to the locations
of these sunken treasures. With these models in hand you sail off looking for
treasure where your model indicates it most likely might be given a similar situation
in the past. Hopefully, if you’ve got a good model, you find your treasure.

This act of model building is thus something that people have been doing
for a long time, certainly before the advent of computers or data mining technology.
What happens on computers, however, is not much different than the way people
build models. Computers are loaded up with lots of information about a variety
of situations where an answer is known and then the data mining software on
the computer must run through that data and distill the characteristics of the data
that should go into the model. Once the model is built it can then be used in
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similar situations where you don’t know the answer. For example, say that you
are the director of marketing for a telecommunications company and you’d like
to acquire some new long distance phone customers. You could just randomly
go out and mail coupons to the general population - just as you could randomly
sail the seas looking for sunken treasure. In neither case would you achieve the
results you desired and of course you have the opportunity to do much better
than random - you could use your business experience stored in your database
to build a model.

As the marketing director you have access to a lot of information about all
of your customers: their age, sex, credit history and long distance calling usage.
The good news is that you also have a lot of information about your prospective
customers: their age, sex, credit history etc. Your problem is that you don’t know
the long distance calling usage of these prospects (since they are most likely now
customers of your competition). You’d like to concentrate on those prospects who
have large amounts of long distance usage. You can accomplish this by building
a model. Table 2 illustrates the data used for building a model for new customer
prospecting in a data warehouse.

Table 2 - Data Mining for Prospecting 

 

 The goal in prospecting is to make some calculated guesses about the
information in the lower right hand quadrant based on the model that we build
going from Customer General Information to Customer Proprietary Information.
For instance, a simple model for a telecommunications company might be:

98% of my customers who make more than $60,000/year spend more than
$80/month on long distance

This model could then be applied to the prospect data to try to tell something
about the proprietary information that this telecommunications company does not
currently have access to. With this model in hand new customers can be selectively
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targeted.
Test marketing is an excellent source of data for this kind of modeling. Mining

the results of a test market representing a broad but relatively small sample of
prospects can provide a foundation for identifying good prospects in the overall
market. Table 3 shows another common scenario for building models: predict what
is going to happen in the future.

Table 3 - Data Mining for Predictions

  Yesterday  Today  Tomorrow  

Sta c informa on and current plans (e.g. demographic data, 
marke ng plans) 

Known Known Known 

Dynamic informa on (e.g. customer transac ons)  Known Known Target  

If someone told you that he had a model that could predict customer usage
how would you know if he really had a good model? The first thing you might
try would be to ask him to apply his model to your customer base - where you
already knew the answer. With data mining, the best way to accomplish this is
by setting aside some of your data in a vault to isolate it from the mining process.
Once the mining is complete, the results can be tested against the data held in
the vault to confirm the model’s validity. If the model works, its observations
should hold for the vaulted data.

6. AN ARCHITECTURE FOR DATA MINING
To best apply these advanced techniques, they must be fully integrated with

a data warehouse as well as flexible interactive business analysis tools. Many data
mining tools currently operate outside of the warehouse, requiring extra steps for
extracting, importing, and analyzing the data. Furthermore, when new insights
require operational implementation, integration with the warehouse simplifies the
application of results from data mining. The resulting analytic data warehouse can
be applied to improve business processes throughout the organization, in areas
such as promotional campaign management, fraud detection, new product rollout,
and so on. Figure 1 illustrates an architecture for advanced analysis in a large
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data warehouse. 
 Figure 1 - Integrated Data Mining Architecture

 

The ideal starting point is a data warehouse containing a combination of
internal data tracking all customer contact coupled with external market data about
competitor activity. Background information on potential customers also provides
an excellent basis for prospecting. This warehouse can be implemented in a variety
of relational database systems: Sybase, Oracle, Redbrick, and so on, and should
be optimized for flexible and fast data access.

An OLAP (On-Line Analytical Processing) server enables a more sophisticated
end-user business model to be applied when navigating the data warehouse. The
multidimensional structures allow the user to analyze the data as they want to
view their business – summarizing by product line, region, and other key
perspectives of their business. The Data Mining Server must be integrated with
the data warehouse and the OLAP server to embed ROI-focused business analysis
directly into this infrastructure. An advanced, process-centric metadata template
defines the data mining objectives for specific business issues like campaign
management, prospecting, and promotion optimization. Integration with the data
warehouse enables operational decisions to be directly implemented and tracked.
As the warehouse grows with new decisions and results, the organization can
continually mine the best practices and apply them to future decisions.

This design represents a fundamental shift from conventional decision support
systems. Rather than simply delivering data to the end user through query and
reporting software, the Advanced Analysis Server applies users’ business models
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directly to the warehouse and returns a proactive analysis of the most relevant
information. These results enhance the metadata in the OLAP Server by providing
a dynamic metadata layer that represents a distilled view of the data. Reporting,
visualization, and other analysis tools can then be applied to plan future actions
and confirm the impact of those plans.

7. PROFITABLE APPLICATIONS
A wide range of companies have deployed successful applications of data

mining. While early adopters of this technology have tended to be in information-
intensive industries such as financial services and direct mail marketing, the
technology is applicable to any company looking to leverage a large data warehouse
to better manage their customer relationships. Two critical factors for success with
data mining are: a large, well-integrated data warehouse and a well-defined
understanding of the business process within which data mining is to be applied
(such as customer prospecting, retention, campaign management, and so on).

Some successful application areas include:
· A pharmaceutical company can analyze its recent sales force activity and

their results to improve targeting of high-value physicians and determine which
marketing activities will have the greatest impact in the next few months. The
data needs to include competitor market activity as well as information about the
local health care systems. The results can be distributed to the sales force via
a wide-area network that enables the representatives to review the recommendations
from the perspective of the key attributes in the decision process. The ongoing,
dynamic analysis of the data warehouse allows best practices from throughout the
organization to be applied in specific sales situations.

· A credit card company can leverage its vast warehouse of customer
transaction data to identify customers most likely to be interested in a new credit
product. Using a small test mailing, the attributes of customers with an affinity
for the product can be identified. Recent projects have indicated more than a 20-
fold decrease in costs for targeted mailing campaigns over conventional approaches.

· A diversified transportation company with a large direct sales force can apply
data mining to identify the best prospects for its services. Using data mining to
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analyze its own customer experience, this company can build a unique segmentation
identifying the attributes of high-value prospects. Applying this segmentation to
a general business database such as those provided by Dun & Bradstreet can yield
a prioritized list of prospects by region.

· A large consumer package goods company can apply data mining to improve
its sales process to retailers. Data from consumer panels, shipments, and competitor
activity can be applied to understand the reasons for brand and store switching.
Through this analysis, the manufacturer can select promotional strategies that best
reach their target customer segments.

Each of these examples have a clear common ground. They leverage the
knowledge about customers implicit in a data warehouse to reduce costs and
improve the value of customer relationships. These organizations can now focus
their efforts on the most important (profitable) customers and prospects, and design
targeted marketing strategies to best reach them.

8. CONCLUSION
Comprehensive data warehouses that integrate operational data with customer,

supplier, and market information have resulted in an explosion of information.
Competition requires timely and sophisticated analysis on an integrated view of
the data. However, there is a growing gap between more powerful storage and
retrieval systems and the users’ ability to effectively analyze and act on the
information they contain. Both relational and OLAP technologies have tremendous
capabilities for navigating massive data warehouses, but brute force navigation
of data is not enough. A new technological leap is needed to structure and prioritize
information for specific end-user problems. The data mining tools can make this
leap. Quantifiable business benefits have been proven through the integration of
data mining with current information systems, and new products are on the horizon
that will bring this integration to an even wider audience of users.
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ABSTRACT

       Size of sample is determined for the ANOM – type Graphical Method
developed by Rao and Pran Kumar (2002) to detect the significant difference
among  k normal population correlation coefficients by at least a specified
amount D for fixed level of significance α and fixed power P in the case
of equal sample sizes. Tables of samples sizes are given for α=0.05, 0.01,
P=0.8, 0.9, 0.95, 0.99, D=0.8, 1, 3 and k=3(1) 20, 30, 60.

KEY WORDS
Analysis of means, correlation coefficient, normality, power, sample size.

1. INTRODUCTION
In physical sciences, engineering, medicine, agriculture, life sciences and

social sciences, the problem of testing the significant difference among several
normal population correlation coefficients arises most frequently. Chi-square test
is available in the literature to test the equality of several correlation coefficients.
This test is non - graphical and demonstrates only statistical significance of
correlation coefficients. Rao and Pran Kumar (2002) developed  two graphical
procedures, namely “ANOM – type graphical methods for testing the equality of
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several correlation coefficients” similar to analysis of means (ANOM) introduced

by Ott (1967). These methods demonstrate the presence of statistical significance

as well as the physical significance of correlation coefficients. Rao and Pran Kumar

(2002) used Hotelling’s (1953) *z  transformation in the derivation of decision lines

in the case of equal sample sizes. Rao (2005) made a review of papers in the

area of analysis of means. Section 2 presents graphical procedure developed by

Rao and Pran Kumar (2002) in the case of equal sample sizes.

Sample size determination is immensely very useful for investigators while

testing the  hypotheses  on  the  basis  of   random   samples  drawn  from

populations. By which the investigator  is able to know the number of units to

be investigated from a population to test the hypothesis well in advance.  It helps

the investigator in managing the time and controlling the cost and power of the

test.

Nelson (1983) generated tables of sample sizes for the analysis of means

necessary of detecting differences among k treatment means differ by at least a

specified amount for a fixed level of significance and fixed power. Motivated by

Nelson’s (1983) tables of sample sizes, most recently, Pran Kumar and Anjaneyulu

(2016 and 2017) derived expressions for sample sizes for two different ANOM-

type graphical methods for testing the significant difference among several

variances.

In this paper, size of sample is determined for the ANOM-type graphical

method developed by Rao and Pran Kumar (2002) to detect the significant

difference among k normal population correlation coefficients by at least a specified

amount D for fixed level of significance α and fixed power P in the case of

equal sample sizes. The determination of sample size is carried out using the

expression of sizes of samples drawn from normal populations as given in Chow

et al.(2008, p.71). Section 3 presents the determination of the expression of sample

size.  Tables of sample sizes for α = 0.01, 0.05, P = 0.8, 0.9, 0.95, 0.99, D =

0.8, 1, 2 and k = 3 (1) 20, 30, 60 are given in Section 4.
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2. ANOM-TYPE GRAPHICAL METHOD
Let{ },ij ijX Y ,  i = 1, 2, …, k;  j = 1, 2, …. n be k independent random

sample drawn from k  bivariate normal populations with correlation coefficients

iρ  (i = 1, 2, …, k) . We wish to test the null hypothesis

0 1 2: ... kH ρ ρ ρ ρ= = = = (unknown)
against the alternative hypothesis that at least one equality does not hold. The
ANOM-type graphical method developed by Rao and Pran Kumar (2002)  to test
H

0
 is given in the following steps. This procedure is  applicable when the sample

size n > 9.

1. Calculate ir  the sample correlation coefficients and 
11

ln
2 1

i
i

i

r
z

r

+=
− ∀  i =1, 2,

…, k

2. Calculate   for all samples and then compute *z
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3. Calculate * *( )iSE z z− = 
1 1

(1 )
1n k

−
−

4. The lower decision line (LDL) and the upper decision line (UDL) for the

comparison of each of *
iz are given by

LDL = * * *
(1 /2 ) ( )k iz Z SE z zα−− −  and UDL = * * *

(1 / 2 ) ( )k iz Z SE z zα−+ −

where )2/1( kZ α−  is the standard normal variable value for cumulative probability

    (1 −α/2k).

5. Plot against the respective decision lines if any one of the points plotted

lies outside the respective decision lines, H
0
 is rejected and conclude that

the population correlation coefficients are not equal.

3. DETERMINATION  OF SIZE OF SAMPLE
The determination of size of sample is carried out in such a way that the

test statistic would yield no error conclusion of either accepting H
0
 when H

0
 is

true with a fixed confidence level (1 −α/2k) or rejecting H
0
 when H

0
 is false with
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a fixed power P = (1 −β ). Using the expression as given in Chow et al.(2008,
p.71) to derive the sample size where the samples  are taken from normal
populations, the size of sample is determined for the method developed by Rao
and Pran Kumar (2002)  to detect the significant difference between any one of

*
iz

from the grand mean *z by at least a specified difference D and all remaining
*
lz = *

1

D
z

k
−

− , l= 1, 2, …, k −1 and  l  ‘“ i.

Consider,

Z
i
 = Z

(1-α/2k)
 + 

PZ

where

( )
* *

* *
i

i

i

z z
Z

SE z z

−=
−                 (3.1)

and  Z
(1-α/2k)

 and PZ  are the values of standard normal variate for the
cumulative probabilities of (1 − α/2k ) and power P respectively.

Therefore,

( )
* *

* *
i

i

z z

SE z z

−
−

 =  Z
(1-α/2k)

 + PZ

For one of significantly different *
iz  from *z ,  we take * *
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( )

2

1 21
1

pkZ Zk
n

k D
α− +⎡ ⎤−⎛ ⎞= + ⎢ ⎥⎜ ⎟

⎝ ⎠ ⎢ ⎥⎣ ⎦
                                            (3.3)

Hence, the derived expression (3.3) is the size of the sample for the method
developed by Rao and Pran Kumar (2002) to detect the significant difference of
one of *

iz from *z  by at least a specified difference D in the case of equal sample
size.
4. TABLES   OF   SAMPLE   SIZES

Using the expression (3.3), the sample sizes computed for fixed  a = 0.01,
0.05, P = 0.8, 0.9, 0.95, 0.99, D = 0.8, 1, 2 and k = 3 (1) 20, 30, 60 are presented
in Tables 4.1 through 4.6.

      Table 4.1   α = 0.01    D = 0.8          Table 4.2   α = 0.05    D = 0.8

       P 0.80 0.90 0.95 0.99      P 0.80 0.90 0.95 0.99
 k k

3 16 20 23 30   3 12 15 18 24
4 19 23 27 35   4 14 18 21 28
5 20 25 29 38   5 16 20 23 31
6 22 27 31 40   6 17 21 25 33
7 23 28 32 42   7 18 22 26 35
8 24 29 33 43   8 18 23 27 36
9 24 30 34 44   9 19 24 28 37
10 25 30 35 45 10 20 25 29 38
11 26 31 36 46 11 20 25 30 39
12 26 32 37 47 12 21 26 30 40
13 27 32 37 48 13 21 26 31 40
14 27 33 38 48 14 21 27 31 41
15 27 33 38 49 15 22 27 32 41
16 28 33 39 49 16 22 27 32 42
17 28 34 39 50 17 22 28 32 42
18 28 34 39 50 18 23 28 33 43
19 28 34 40 51 19 23 28 33 43
20 29 35 40 51 20 23 29 33 43
30 31 37 42 54 30 25 31 36 46
60 34 40 46 58 60 28 34 39 50
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       Table 4.3    α = 0.01    D = 1   Table 4.4   α = 0.05    D = 1

  P 0.80 0.90 0.95 0.99   P 0.80 0.90 0.95 0.99
k k
3 11 13 15 19   3 8 10 12 16
4 12 15 17 22   4 9 12 14 18
5 13 16 19 24   5 10 13 15 20
6 14 17 20 26   6 11 14 16 22
7 15 18 21 27   7 12 15 17 23
8 15 19 22 28   8 12 15 18 23
9 16 19 22 29   9 13 16 18 24
10 16 20 23 29 10 13 16 19 25
11 17 20 23 30 11 13 16 19 25
12 17 21 24 30 12 14 17 20 26
13 17 21 24 31 13 14 17 20 26
14 18 21 24 31 14 14 17 20 26
15 18 21 25 32 15 14 18 21 27
16 18 22 25 32 16 15 18 21 27
17 18 22 25 32 17 15 18 21 27
18 18 22 26 33 18 15 18 21 28
19 19 22 26 33 19 15 18 22 28
20 19 23 26 33 20 15 19 22 28
30 20 24 27 35 30 16 20 23 30
60 22 26 30 37 60 18 22 25 33
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       Table 4.5    α = 0.01    D = 3   Table 4.6   α = 0.05    D = 3

   P 0.80 0.90 0.95 0.99   P 0.80 0.90 0.95 0.99
k k

3 2 2 3 3   3 2 2 2 3
4 2 3 3 3   4 2 2 2 3
5 2 3 3 4   5 2 2 3 3
6 2 3 3 4   6 2 2 3 3
7 3 3 3 4   7 2 3 3 3
8 3 3 3 4   8 2 3 3 3
9 3 3 3 4   9 2 3 3 4
10 3 3 3 4 10 2 3 3 4
11 3 3 3 4 11 2 3 3 4
12 3 3 4 4 12 2 3 3 4
13 3 3 4 4 13 2 3 3 4
14 3 3 4 4 14 2 3 3 4
15 3 3 4 4 15 2 3 3 4
16 3 3 4 4 16 3 3 3 4
17 3 3 4 4 17 3 3 3 4
18 3 3 4 5 18 3 3 3 4
19 3 3 4 5 19 3 3 3 4
20 3 3 4 5 20 3 3 3 4
30 3 4 4 5 30 3 3 3 4
60 3 4 4 5 60 3 3 4 5

5. CONCLUDING REMARKS
In Tables 4.4, 4.5, and 4.6, the observations (in bold numerals) of sample

sizes should be replaced by sample size 10, since the Hotelling’s (1953) *z
transformation used in the graphical method developed by Pran Kumar and Rao
(1998) follows  normality only when the sample size n > 9.

From Tables 4.5 and 4.6 it is to conclude that a lowest sample size of 10



123456789012345678901234567890121234567890123456789012345678901212345678901234567890
123456789012345678901234567890121234567890123456789012345678901212345678901234567890
123456789012345678901234567890121234567890123456789012345678901212345678901234567890
123456789012345678901234567890121234567890123456789012345678901212345678901234567890
123456789012345678901234567890121234567890123456789012345678901212345678901234567890

27 Sankhya  Vignan (NSV 13) June 2017

is enough to consider for 99.0  ,3  ,01.0 ≤≥≥ PDα  and 

.603 ≤≤∀ k

Hence, in general, lower the significance level α, lower the difference D,
higher the power P, and more the number of populations k,  the higher is the
sample size. Higher the significance level α, higher the difference D, lower the
power P, and lesser the number of populations k,  the lower is the sample size.
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ABSTRACT
  A control chart is a graphical device for representation of the data for

knowing the extent of variations from the expected standard. The technique
of control chart was suggested by W.A. Shewhart of Bell Telephone Company
based on three sigma limits. M. Harry, the engineer of Motorola has introduced
the concept of six sigma in 1980. In six sigma initiatives, it is expected to
produce 3.4 or less number of defects per million of opportunities. If the
companies practicing Six Sigma initiatives use the control limits suggested by
Shewhart, then no point fall outside the control limits because of the
improvement in the quality of the process. In this paper an attempt is made
to construct a control chart based on six sigma initiatives for sample mean
deviation specially designed for the companies applying Six Sigma initiatives
in their organization. Suitable Table for standard deviation is also constructed
and presented for the engineers for making quick decisions.

KEYWORDS
Process control, Six Sigma, Six Sigma Quality Level.

1. INTRODUCTION
  The technique of quality control was developed by W. A. Shewhart

(1931). It was based on 3sigma control limits. Mikel Harry (1980), the engineer
of Motorola has introduced the concept of six sigma. He developed methods
for problem solving that combined formal techniques, particularly relating to
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measurement, to achieve measurable savings in millions of dollars. The
companies, which are practicing Six Sigma, are expected to produce 3.4 or
less number of defects per million opportunities.

  As the level of sigma rises, the level of variation decreases. In order
to increase a company’s process-sigma level, it should decrease the amount
of variation that occurs in its process. The advantage of having less variation
gives the company much higher predictability in the process, lowers costs as
there is less wastage and rework, better performance and longevity of products
and services, and an eventual increase in customers’ satisfaction.

 R.Radhakrishnan and P.Balamurugan (2010, 2010, and 2016) have
developed six sigma based control charts for the number of defectives,
exponentially weighted moving average and standard deviation.

 V.D.Naik and K.S.Tailor (2015, 2016) have suggested 3 (3 mean
deviation) control limits. On the basis of 3 control limits, they have developed
-chart, R-chart, s-chart and d-chart. K.S.Tailor (2016) has also developed
moving average and moving range chart under 3 control limits.

  Mean deviation is a very good alternative of standard deviation as mean
deviation is considered to be the most intuitively and rationally defined measure
of dispersion, which is an unbiased estimator of it and has similar property
as sample mean has as an estimator of population mean. Thus, in this paper
an attempt is made to construct a control chart based on six sigma initiatives
for sample mean deviation. Also an empirical study is carried out to make
comparisons of three sigma and six sigma control charts based on sample mean
deviation.

2. CONCEPTS AND TERMINOLOGIES
A. Upper specification limit (USL)

It is the greatest amount specified by the producer for a process or product
to have the acceptable performance.

B. Lower specification limit (LSL)
It is the smallest amount specified by the producer for a process or product
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to have the acceptable performance.
C. Tolerance level (TL)

It is the difference between USL and LSL, TL = USL-LSL
D. Process capability (Cp)

This is the ratio of tolerance level to six times standard deviation of the
process.

          Cp = (TL/ 6ó) = (USL-LSL)/6ó
E. Standard deviation ( ): For many purposes standard deviation is the most

useful measure of dispersion of a set of numbers. It is the root mean square
value.

F. Quality Control Constant (  )
The constant  is introduced in this paper to determine the control limits
based on six sigma initiatives for sample mean deviation.

3. THREE SIGMA CONTROL LIMITS FOR SAMPLE MEAN DEVIATION CHART
Let d be the sample mean deviation, which is defined as,

∑
=

−=
n

i
i Xx

n
d

1

1
, which has following important properties. (1)

d is the unbiased estimator of population mean deviation.
i.e. E(d) = 'δ  where  is the process mean deviation (2)

V (d) =  (3)

Hence, S.E.(d) = '1
2

1 2

1

δπ
⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛ −

n
(4)

Therefore, on the basis of 3ó criteria the control limits of d chart can be
represented as follows.

Central line (C.L) = E (d)
= d (5)

Lower control limit (L.C.L) = E (d) - 3 dσ
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= d  - 3 '1
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1 (6)

Upper control limit (U.C.L) = E (d) + 3 dσ

= d  + 3 '1
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4. SIX SIGMA BASED CONTROL LIMITS FOR SAMPLE MEAN
DEVIATION CHART

  Fix the tolerance level (TL) and process capability (C
p
) to determine the

process standard deviation ( ). Apply the value of in the control limits sdsdKd σ±

to get the control limits for the six sigma based control chart for the sample mean

deviation. The value of sdK  is obtained by using ( ) α−=≤ 1sdKZP , where
6

1 104.3 −×=α  and Z is a standard normal variate. For a specified TL and C
p 

of
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the process, the value of is sdσ  calculated, which is presented in table 2 for various
combination of TL and C

p
. Thus, the control limits for six sigma based control

chart for sample mean deviation are determined as,

σ6CL  = d (8)

σ6LCL = sdsdKd σ− (9)

σ6UCL = sdsdKd σ+ (10)
5. AN EMPIRICAL STUDY FOR SAMPLE MEAN DEVIATION (d)
CONTROL CHART AND COMPARISION OF THREE SIGMA LIMITS
AGAINST SIX SIGMA INITIATIVES
  To illustrate sample mean deviation (d) chart with three sigma and six sigma
limits, a data set is taken from E .L. Grant and R. S. Leavenworth (1988) which
is given in table 1. Three sigma and six sigma control limits are computed from
this data set, and control charts are plotted under these two limits.

Table 1: Data set
Lot X1 X2 X3 X4 X5 d
1 77 80 78 72 78 2.72

2 76 79 73 74 73 2.16

3 76 77 72 76 74 1.44

4 74 78 75 77 77 1.44

5 80 73 75 76 74 1.96

6 78 81 79 76 76 2.2

7 75 77 75 76 77 0.84

8 79 75 78 77 76 1.52

9 76 75 74 75 75 0.88

10 71 73 71 70 73 4.2

11 72 73 75 74 75 2

12 75 73 76 73 73 1.88

13 75 76 78 79 77 1.52

14 77 77 78 77 76 1.2

15 77 76 77 77 77 1

16 77 77 77 79 79 2
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(a) Three sigma control limits for sample mean deviation (d) chart:
             CL = 1.81, LCL = 0 and UCL = 3.35
(b) Control limits based on six sigma initiatives for sample mean deviation
(d) chart:
For a given data set USL = 2.72, LSL = 0.84, TL = 2.72-0.84 = 1.88 and C

p

= 1.5

The value of sdσ  = 0.2088, which is found from the table 2,  sdK = 4.831 which

is calculated from ( ) α−=≤ 1sdKZP , where 6
1 104.3 −×=α . Hence, the control limits

based on six sigma initiatives for sample mean deviation chart for a specified

TL and sdK are determined as,

σ6CL  = 1.81,  σ6LCL  = 0.8013 and σ6UCL  = 2.8187

Table 2: Values of  for a specified Cp and TL
   TL

1.85 1.86 1.87 1.88 1.89
Cp

1.0 0.3083 0.3100 0.3117 0.3133 0.3150
1.1 0.2803 0.2818 0.2833 0.2848 0.2864
1.2 0.2569 0.2583 0.0357 0.2611 0.2625
1.3 0.2372 0.2385 0.2397 0.2410 0.2423
1.4 0.2202 0.2214 0.2226 0.2238 0.2250
1.5 0.2056 0.2067 0.2078 0.2088 0.2100
1.6 0.1927 0.1938 0.1947 0.1958 0.1969
1.7 0.1814 0.1824 0.1833 0.1843 0.1853
1.8 0.1713 0.1722 0.1764 0.1774 0.1783
1.9 0.1623 0.1632 0.1640 0.1649 0.1658
2.0 0.1542 0.1550 0.1558 0.1567 0.1575
2.1 0.1468 0.1476 0.1484 0.1492 0.1500
2.2 0.1401 0.1409 0.1417 0.1424 0.1432
2.3 0.1341 0.1348 0.1355 0.1362 0.1370
2.4 0.1285 0.1292 0.1299 0.1306 0.1313
2.5 0.1233 0.1240 0.1247 0.1253 0.1260
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(e) d-charts for data set given in table 1 based on three sigma and six sigma
limits:

Figure 1(a): d-chart with 3-sigma

Figure 1(b): d-chart with 6-sigma limits
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6. SUMMARY AND CONCLUSION
In this paper, a procedure is given to construct a control chart based on

three sigma and six sigma initiatives for sample mean deviation with an illustration.
It is found that the process was not in control even when Six Sigma initiatives
are adopted. It is very clear from the comparison that when the process is centered
with reduced variation many points fall outside the control limits as compared
to the 3sigma control limits, which indicate that the process is not in the level
it was expected. So a correction in the process is very much required to reduce
the variations. The charts suggested in this paper can be very useful for the
companies practicing Six Sigma initiatives in their process. These charts will
replace the existing Shewhart (1931) control charts in future when all the companies
start implementing Six Sigma Initiatives in their organizations.
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ABSTRACT

Since May 1960, with inception of Gujarat State, GSRTC (Gujarat State Road
Transport Corporation) has been trying to provide efficient services at affordable
rates to the people. It also always tries to enhance quality and scope of  their
services against all constraints especially financial and managerial. Therefore it
may be necessary to analyse and evaluate operations of such giant service provider.
Here an attempt is made to scan some major operational parameters of GSRTC
using econometric methods and conclusions are made on the basis of this analysis.

KEY WORDS
Growth Pattern, Routes, Schedules, Earnings

1. INTRODUCTION
The Gujarat State Road Transport Corporation (GSRTC) is functioning with

legacy of 56 years as it was formed as a corporation with inception of separate
Gujarat State in May 1960. With no prime objective of maximizing profit, GSRTC
has been trying to render services to the people against all odds. It also has
expanded their services to neighbouring states like Rajasthan, Maharashtra and
MP.

GSRTC has proved its indenponsibility by providing alternative mode of
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transportation  for those people who cannot afford air travel and / or reside in
remote areas where railway network is not yet reached.

From a beginning with 7 divisions, 76 depots and 7 divisional workshops,
it is now expanded to 16 divisions, 126 depots, 226 bus stations, 1554 pick up
stands and more than 8000 buses. GSRTC has purchased more than 1500 new
buses, including airconditioned, sleeper coaches and volvo buses in 2009. With
passage of time GSRTC also provides on line and mobile phone ticket booking
facilities. It also provides wi-fi internet services in its volvo buses for free. Unlike
its competitors pay-bill and PF system for all employees has been computerized.
It renders exemplary services for concessional journey to genuine students and
commuters. This also leads to the problems for its financial growth since inception.

In this paper an effort is made to analyse some of the parameters which
may be effective and responsible to visualize growth aspects of GSRTC.

2. DATA BASE
Analysis of this paper is carried out on the basis of time series data provided

by GSRTC from 1960-61 to 2011-2012.

3. METHODOLOGY
The following multiple regression models are considered for major operational

parameters of GSRTC. They are (i) No. of passengers (ii) Gross cost (iii) Earning
(iv) No. of routes (v) No. of Schedules. The time component  is included in
each model where 

• Model – 1 : Relationship between no. of passengers  and
earning  with progression of time 

exp 

Taking natural logarithm on both the sides –
 
Here and  are the structural parameters of the model and 

estimates of these parameters can be obtained and they can be tested for their
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statistical significance.
• Model – 2 : Relationship between Gr.Cost (C) and Earning (E)

with passage of time 

Taking natural logarithm on both the sides –

 and  are the structural parameters of the model and OLS
estimates of these parameters can be obtained and they can be tested for their
statistical significance.
• Model – 3 : Relationship among no. of passengers (P),

No. of routes (R) and No. of schedules (S)

Here  are the structural parameters of the model and OLS estimates
of these parameters can be obtained and they can be tested for their statistical
significance.

Taking natural logarithm on both the sides –

Here  denotes error term for all the models.

4. ANALYSIS AND CONCLUSIONS
For the secondary data provided by GSRTC, we consider for our analysis

log-log multiple regression models corresponding to certain operational parameters
like No. of passengers, Gr. Cost, Earning, No. of routes and No. of schedules
in GSRTC.

The parameters  and  are to be estimated under usual assumptions for
respective models. This represents three log-log multiple regression models with
time as independent variable. These models are listed below in Table 1 as 
and  respectively.
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TABLE – 1
Model No. Independent Variables Dependent variables

M
1

No. of passengers Earnings
M

2
Earnings Gr . Cost

M
3

No. of routes and schedules No. of Passengers
Once the parameters are estimated for the respective models usual statistical

testing can be done for significance.
Table – 2 given below represents regression output with conclusions.

TABLE 2(A)
Model No. Dependent Constant Independent variables

variable No. of
Passengers Time

M
1

Earnings 2.2904 0.5646 0.0972
S.E : (0.1701) S.E : (0.0206) S.E : (0.0009)
t : (13.46)** t : (27.37)** t : (0106.43)**
R2 =  0.9985,    F = 15991.19,   n = 51

Above model shows statistical significance for the relationship amongst
earnings, No. of passengers and time. All partial regression coefficients are found
to be significant. The value of  shows that about 99.85% variation is explained
by the model. Theoretically there should be positive relationship between No. of
passengers and earnings which is justified by the above model as regression
coefficient attached to No. of passengers is found to be positive.

TABLE 2 (B)
Model Dependent Constant        Independent variable

No. variable Earnings Time
Gr. Cost - 0.0893 1.0134 0.0012

S.E : (0.2578) S.E : (0.0371) S.E : (0.0043)
t : (-0.346) t : (27.27) ** t : (0.283)
R2 =  0.9984,    F = 15249.05,   n = 51

Model – 2 indicates that except earnings intercept and time component which
is included for trend correction in the model is not found to be significant This
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may be due to  the fact that after 1996-97 growth rate of Gr. Cost is  higher
than earnings and high cost operation of GSRTC due to some managerial & non
– managerial reasons.

TABLE 2(C)
Model Dependent Constant Independent variables

No. variable No. of No. of Time

routes Schedules

M
3

No. of  -0.0375 3.7244 -2.9202 -0.0239

passengers S.E : (0.6494) S.E : (0.1015) S.E : (0.1434) S.E : (0.0033)

t : (-0.058) t : (36.66)** t : (-20.354)** t : (-7.14)**

R2 =  0.9731,    F = 578.34,   n = 52
The above regression output pertaining to No. of passengers, No. of routes

and No. of Schedules shows that 97.31% variation is explained by the model.
Time component is not found to be significant and surprisingly relationship between
No. of passengers and No. of schedules are found to be negative.

5. CONCLUDING REMARKS
We may summarise briefly on the basis of our above analysis.

(1) The number of passengers exhibit a declining pattern from  1998-99. This
may be attributed due to private operators functioning parallel to the GSRTC
services. They may be offering relatively cheaper services. It may also due
to the fact that the number of routes are decreasing from 2001.

(2) The number of schedules are decreasing from 2002. This may be due to
the fact that many local urban services within city area are gradually curtailed.
This also affects the number of passengers and also on the overall earnings
of the system.

(3) It seems that entire system of GSRTC has growth potential. This may lead
to increase efficiency and earning pattern of the system, provided that some
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‚khktþ (ABSTRACT)

ykhkuøÞ rð»kÞ™e …‚tË„e™ku {wÏÞ nuŒw hkßÞ{kt ÷kufku ykhkuøÞ {kxu™e swËe swËe Þkus™kykuŽe
ðkfuV ŽðkÞ, ŒŽk hkßÞ™u {kxu swËe swËe Þkus™k ƒ™kððk{kt {ËË {¤e hnu Œu  nuŒwŽe hküÙeÞ ™{w™k
{kusýe™kt 71{k ykðŒo™(òLÞw-2014 Že sw™-2014)™kt …rhýk{ku …hŽe ðÞswŽ {wsƒ ÔÞrõŒyku{kt
ƒe{khe™wt «{ký, {ktË„e {kxu ÷eÄu÷ ‚khðkh y™u Œu™k …h ŽŒk ¾[o™e rð„Œku hsq fhðk{kt ykðe
Au.su{kt Ëðk¾k™k{kt Ëk¾÷ ŽÞu÷ nkuÞ Œuðk „úk{eý „wshkŒ™kt 1456 y™u þnuhe rðMŒkh™kt 1432
fwxwtƒku™e {kusýe fhðk{kt ykðe Au. su yLðÞu ŒtËwhMŒe rð»kÞf fkÞo¢{ku îkhk fuðku ‚wÄkhku ÷kðe þfkÞ
Œu {kxu™wt ‚w[™ fhðk{kt ykÔÞw Au. {ktË„e ŽkÞ íÞkhu rðrðÄ «fkhu ¼khŒeÞ Œƒeƒe …æÄrŒ, nku{eÞku…uŽe
y™u “Þku„ y™u ™u[hku…Že” ™k rðfÕ…™ku ‚{kðuþ fhðk{kt ykÔÞku Au. su{kt {ktË„e {kxu ‚khðkh
™nª ÷uðk™wt «{ký „úk{eý †eyku{kt ðÄw skuðk {¤u÷ Au. yk ƒkƒŒu ò„]rŒ fu¤ðkÞ Œu y™w‚kh™kt
fkÞo¢{ku™wt ykÞkus™ fhe™u …rhrMŽrŒ{kt ‚wÄkhku ÷kðe þfkÞ. yk {krnŒe™ku W…Þku„ hkßÞ{kt ykhkuøÞ™u
÷R WË¼ðŒk «§ku {kxu Œu{s  hkßÞ™e rðrðÄ Þkus™kyku™k ykÞkus™ {kxu {ËË {u¤ðe þfkÞ.

KEY WORDS:
ANM - Auxiliary Nurse Midwives

CHC - Community health centre

ASHA - Accrredited Social Health Activist

MMU - Mobile Medical Unit

AWW - Anganwadi worker

PAP - Proportion of ailing persons

AYUSH - Ayurved. yunani, unani, sidhdh and homeopathy

PHC - Primary health centre
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1. …qðo ¼qr{fk:
yk ynuðk÷ hküÙeÞ ™{w™k {kusýe™k 71{k ykðŒo™ (òLÞwykhe 2014- sq™ 2014)™e

{kusýe ‚k{kSf ð…hkþ™k rð»kÞ “ykhkuøÞ“ …h ykÄkrhŒ Au. yk ynuðk÷{kt ‚Ëhnw {kusýe™k
rð„Œðkh …rhýk{ku …ife ðÞsqŽ {wsƒ ÔÞrõŒyku{kt ƒe{khe™wt «{ký, {ktË„e {kxu {u¤ðu÷ ‚khðkh
yt„u™e òrŒðkh rð„Œku y™u þnuhe y™u „úkBÞ rðMŒkh{kt {ktË„e - ‚khðkh {kxu™k ŽŒk ¾[o™k
òrŒ(…wY»k/†e)ðkh ytËksku™e rð„Œku hsw fhðk™ku «Þk‚ fhðk{kt ykðu÷ Au.

2. {kusýe™ku {wÏÞ WÆuþ:
rðrðÄ ‚k{kSf ûkuºkku …ife ÷kufku îkhk ykhkuøÞ ûkuºku fhðk{kt ykðŒk ð…hkþ yt„u™e {krnŒe

¼u„e fhðk {kxu 71{k ykðŒo™{kt ‚k{kSf ð…hkþ™e yk {kusýe nkŽ Ähðk{kt ykðe. yk {kusýe{kt
rðrðÄ ô{h - òrŒ ™k swŽ {kxu {krnŒe yuõºkeŒ fhðk{kt ykðu÷ Au.ðÄw{kt, ‚hfkh îkhk …qhe …kzðk{kt
ykðŒe ykhkuøÞ ‚uðkyku fux÷e nË ‚wÄe W…Þku„e Au Œu ‚tË¼o{kt …ý yk {kusýe{kt {krnŒe yufºk
fhðk{kt ykðu÷ Au.Œƒeƒe ‚khðkh yk…ðk {kxu ‚hfkhe Ëðk¾k™k ŒŽk swËk swËk (™e[÷k) MŒh™e
ònuh ykhkuøÞ ‚tMŽkyku™ku fux÷ku W…Þku„ ŽkÞ Au Œu{s ònuh y™u ¾k™„e ûkuºkku{kt ‚khðkh {kxu ŽŒk
¾[o™e rð„Œku …ý yk {kusýe{kt yufºk fhðk{kt ykðu÷ Au.

 yk ykðŒo™{kt ‚khðkh™k «fkh™e {krnŒe ¼u„e fhðk{kt ykðe Au su{kt,¼khŒeÞ Ëðk™e
…ØrŒyku ykÞwðouË, Þku„, Þw™k™e y™u r‚æÄ™ku …ý ‚{kðuþ fhðk{kt ykðu÷ Au.
Source:- Key indicators of Social Consumption in India - Health (January-June 2014)

3. {kusýe{kt W…Þku„{kt ÷eÄu÷ …qA…hA {kxu™wt …ºkf:
3.1 71{k ykðŒo™™e {kusýe™ku ‚{Þ„k¤ku òLÞwykhe 2014 Že sq™ 2014 nŒku. su{kt ™{q™k™k

fwxwtƒku …k‚uŽe shwhe {krnŒe yufrºkŒ fhðk{kt ykðe nŒe. su{kt, ½h„ÚŽw ÷ûkýku y™u
ðMŒerð»kÞf rð„Œku yt„u™e ™e[u {wsƒ™e {krnŒe yufrºkŒ fhðk{kt ykðe.

• AuÕ÷k 365 rËð‚ Ëhr{Þk™ Œƒeƒe ‚tMŽkyku{kt ‚khðkh {u¤ðe nkuÞ y™u Œu™k {kxu WË¼ðu÷
¾[o™e rð„Œku,

• AuÕ÷k 15 rËð‚ Ëhr{Þk™ fwxwtƒ™k ‚ÇÞku™e rƒ{khe™e rð„Œku y™u AuÕ÷k 15 rËð‚ Ëhr{Þk™
‚ÇÞ™e ‚khðkh Ëhr{Þk™ WË¼ðu÷ ¾[o (Œƒeƒe ‚tMŽk{kt Ëk¾÷ ŽÞu÷ ™ nkuÞ Œku …ý),

• {kusýe™e Œkhe¾™k rËð‚u 60 ð»ko fu ŒuŽe ðÄw ô{h™e ÔÞrõŒ™e ŒrƒÞŒ y™u Œu™e ykŠŽf
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MðŒtºkŒk™e rð„Œku,y™u
• AuÕ÷k 365 rËð‚ Ëhr{Þk™ 15 Že 49 ð»ko™e {rn÷kyku{kt «‚qrŒ …nu÷k y™u …Ae™e

‚t¼k¤™e rð„Œku.

3.2 ykðhe ÷eÄu÷ rðMŒkh y™u ûkuºk:
3.2.1 ™{w™k™wt fË
(1)  «kŽr{f yuf{  yk ‚ðou{kt „úkBÞ „wshkŒ {kxu 182 „k{ku™e {kusýe fhðk{kt ykðe ßÞkhu

þnuh{kt 180 ç÷kuf™e {kusýe fhðk{kt ykðe nŒe.
(2) rîŒeÞ yuf{   ½h™wt MŒhefhý ™e[u™k yÄkhu fhðk{kt ykÔÞw nŒw.

AuÕ÷k 365 rËð‚{kt, (1) ykuAk{kt ykuAw 1 ð»koŽe ™k™wt ƒk¤f y™u (2) fwxwtƒ{kt ykuAk{kt
ykuAe yuf ÔÞrõŒ(¼qŒ…qðo rƒ{khe„úMŒ ‚ÇÞ™k ‚{kðuþ ‚kŽu) Ëðk¾k™k{kt Ëk¾÷ ŽÞu÷ nkuÞ
Œuðk „úk{eý „wshkŒ™kt 1456 y™u þnuhe rðMŒkh™kt 1432 fwxwtƒku™e {kusýe fhðk{kt ykðe.

(3) yk {kusýe™ku ‚{Þ„k¤ku 6 {rn™k (òLÞwykhe Že sq™ 2014)™ku nŒku.
fkuüf 3.1: {kusýe fhkÞu÷ „úkBÞ/ ç÷kuf, fwxwtƒ y™u ÔÞrõŒ ËeX ‚tÏÞk

{kusýe ŽÞu÷ {kusýe fhkÞu÷ ‚tÏÞk
«Ž{ MŒheÞ fwxwtƒku ÔÞrõŒyku
yuf{™e ‚tÏÞk
(„úkBÞ/ç÷kuf)

„úkBÞ þnuhe „úkBÞ þnuhe fw÷ „úkBÞ þnuhe fw÷
(1) (2) (3) (4) (5) (6) (7) (8) (9)

„wshkŒ 182 180 1456 1432 288 8082 7129 15211
(50%) (50%) (100%) (53%) (47%) (100%)

¼khŒ 4577 3720 36480 29452 65932 189573 143531 333104
(55%) (45%) (100%) (57%) (43%) (100%)

() fkit‚{kt yk…u÷ ‚tÏÞk xfkðkhe Ëþokðu Au.

4. ƒe{kh ÔÞrõŒ ™wt «{ký y™u ykhkuøÞ:
4.1 “ƒe{kh ÔÞrõŒyku™wt «{ký” yux÷u fu, (PAP) 15 rËð‚ Ëhr{Þk™ Ëh nòhu ƒe{kh
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ÔÞõŒe™e ‚tÏÞk Œu heŒu {k…ðk{kt ykðu Au.
4.1.1 ™e[u™wt …ºkf (PAP)™e rð„Œku yux÷u fu,15 rËð‚™kt ‚tË¼o„k¤k Ëhr{Þk™ ƒe{khe™k

Ëh™k ytËksku yk…u Au.
fkuüf 4.1 : 15 rËð‚™k ‚tË¼o„k¤k Ëhr{Þk™ ðÞ sqŽ «{kýu Ëh nòhu ƒe{kh ÔÞrõŒyku™e
‚tÏÞk(PAP)

ðÞ sqŽ «{kýu ƒe{kh ÔÞrõŒyku™wt «{ký(PAP)

      ðÞ sqŽ 0-14 15-29 30-44 45-59 60-69 70+ Œ{k{
(1) (2) (3) (4) (5) (6) (7) (8) (9)

„wshkŒ „úkBÞ 69 44 81 121 259 438 92
þnuhe 81 22 71 241 284 291 103

¼khŒ „úkBÞ 67 46 77 135 259 306 89
þnuhe 81 48 98 206 355 373 118

W…h™e {krnŒe ™e[u «{kýu yk÷ur¾Œ fhkR Au.

4.1.2 W…h™k fkuüf y™u yk÷u¾ …hŽe skuR þfkÞ Au fu, 44 ð»ko™e ðÞ …Ae ƒe{kh ÔÞrõŒyku™kt
«{ký{kt ¢{þ: ™kutÄ…kºk ðÄkhku skuðk {¤u Au y™u Œu{kt …ý þnuhe rðMŒkh{kt 30-44 ðÞsqŽ™e
‚k{u 45-59™k ðÞsqŽ{kt ƒe{kh ÔÞrõŒ™wt «{ký Ëh nòhu 71 Že ðÄe™u 241 skuðk {¤u Au su
3.4 „ýk™ku ™kutÄ…kºk ðÄkhku Ëþokðu Au.su yLðÞu [ku¬‚ ðÞswŽ™u ËÞk™u ÷R Œuyku {kxu™k ykhkuøÞ
y™u ŒtËwhMŒe rð»kÞf ƒkƒŒku™u ÷„Œk Œu{s ŒtËwhMŒe ŒhV ÷R sŒe hkuStËe Sð™ þi÷e™u ÷„Œk fkÞo¢{ku
hsq fhe™u Œu îkhk yk ƒkƒŒu ‚wÄkhku ÷kðe þfkÞ.
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4.2 {ktË„e™e ‚khðkh
ƒe{kh ÔÞrõŒ swËk swËk «fkhu ‚khðkh {u¤ðu Au su{ fu, yu÷ku…Že,nku{eÞku…uŽe ð„uhu. ½ýeðkh

ƒe{khe {kxu fkuR …ý «fkh™e Œƒeƒe ‚khðkh ÷uðk{kt ykðŒe ™Že. yk ‚ðou{kt ‚{kðuþ fhu÷ ¼khŒeÞ
Œƒeƒe …æÄrŒ (ykÞwðouË,Þw™k™e y™u r‚æÄ), nku{eÞku…uŽe y™u“Þku„ y™u ™u[hku…Že”™k rðfÕ…™ku ™e[u™k
fkuüf{kt yLÞ ‚khðkh{kt ‚{kðuþ fhðk{k ykÔÞku Au.™e[u™k …ºkf{kt swËk swËk «fkhu {u¤ðu÷ ƒe{khe™e
‚khðkh™ku Ëh Ëþokðu÷ Au.
fkuüf 4.2: òrŒ ðkh {ktË„e {kxu swËk swËk «fkhu {u¤ðu÷ ‚khðkh™e xfkðkhe™e rð„Œ

{ktË„e {kxu {u¤ðu÷ ‚khðkh™e xfkðkhe
  …whw»k   †e

yuf …ý ™®n yu÷ku…Že yLÞ yuf …ý ™®n yu÷ku…Že yLÞ
(1) (2) (3) (4) (5) (6) (7) (8)

„wshkŒ „úkBÞ 19.7 73.8 6.6 21.5 75.0 3.4
þnuhe 11.1 88.1 0.8 11.3 87.8 0.9

¼khŒ „úkBÞ 4.1 90.6 5.3 4.0 88.7 7.3
þnuhe 2.8 90.4 6.8 2.5 91.0 6.5

   4.2.1 W…h™k fkuüf™e {krnŒe …hŽe sýkÞ Au fu, yu÷ku…Že îkhk ‚khðkh ÷uðk ŒhV
÷kufku™wt «{ký ðÄw Au. „wshkŒ™k þnuhe ûkuºkku{kt …whw»k y™u †e ƒt™u{kt ÷„¼„ 1% ™e yk‚…k‚
‚khðkh Œhefu  AYUSH (ykÞwðouË, Þku„, ™u[hku…Že ,Þw™k™e, r‚æÄk y™u nku{eÞku…Že)™ku W…Þku„
ŽkÞ Au, ßÞkhu yk ƒkƒŒu „úkBÞ {rn÷kyku™e xfkðkhe 3.4% y™u …wY»kku™e xfkðkhe 6.6% Au.su
‚k{kLÞŒ: „úkBÞ rðMŒkhku{kt ykÞwðouË yŽðk Ëuþe Ëðk ðk…hðk™e ykËŒ™wt ‚q[™ fhu Au.

ðÄw{kt,„wshkŒ{kt {ktË„e {kxu ‚khðkh ™nª ÷uðk™ku Ëh hküÙeÞ fûkk™k Ëh fhŒk Ÿ[ku Au.hkßÞ{kt
{ktË„e Ëhr{Þk™ ‚khðkh ™nª ÷uðk™wt «{ký …wY»kku fhŒkt †eyku{kt y™u ¾k‚ fhe™u „úkBÞ †eyku{kt
ðÄkhu skuðk {¤u Au. þnuhe rðMŒkh{kt 11.1% …wY»kku y™u 11.3% †eykuyu {ktË„e Ëhr{Þk™ ‚khðkh
™k ÷eÄe nkuðk™wt sýkðu÷ Au, su™e ‚k{u „úkBÞ rðMŒkh{kt 19.7% …wY»kku y™u 21.5% †eyku {ktË„e
Ëhr{Þk™ ‚khðkh ™ ÷eÄe nkuðk™wt sýkðu÷ Au,su «{ký{kt ðÄkhu „ýe þfkÞ. …kht…rhf heŒu ‚k{kLÞ
‚tsku„ku{kt †eyku{kt …kuŒk™e {ktË„e{kt [÷kðe ÷uðk™e y™u Ëðk ð„h {xe sþu Œuðk «fkh™e rð[kh‚hýe/
¼kð™k yk {kxu fkhýY… nkuR þfu Au.

yk ‚tsku„ku{kt ÷ktƒu „k¤u yk ð÷ý™u fkhýu †eyku™e ŒtËwhMŒe …h rð…heŒ y‚h W¼e ™ ŽkÞ
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Œu nuŒwŽe ¾k‚ fhe™u „úkBÞ rðMŒkhku{kt †eyku™e ŒtËwhMŒe y™u rƒ{khe{kt ‚khðkh ÷uðk ƒkƒŒu ò„]rŒ
fu¤ðkÞ Œu {kxu™k fkÞo¢{ku fhðkŽe yk rËþk{kt ‚tþkuÄ™ yrÄfkhe ‚wÄkhku ÷kðe þfkÞ.

4.2.2 {ktË„e™e ‚khðkh õÞkt ÷eÄu÷ Au
yk {kxu™e rð„Œku{kt ‚hfkhe Ëðk¾k™k,¾k™„e Ëðk¾k™k, «kŽr{f ykhkuøÞ fuLÿ, ‚k{wËkrÞf

ykhkuøÞ fuLÿ, {kuƒkR÷ {uzef÷ Þw™ex y™u hkßÞ ‚hfkh {ËË fhŒe nkuÞ Œuðe ESI nkuM…ex÷ y™u
zeM…uL‚he™ku ‚{kðuþ fhðk{kt ykðu÷ Au. ™e[u™wt fkuüf  òrŒðkh y™u ûkuºkðkh {ktË„e™e ‚khðkh õÞkt
÷uðk{kt ykðe Au Œu™e rð„Œku Ëþokðu Au.
fkuüf 4.3: Ëh nòhu ƒe{khe™e ‚khðkh {kxu ÷eÄu÷e  ‚t¼k¤™wt MŒh

ÔÞrõŒyku
«kŽr{f  ykhkuøÞ …ç÷ef ¾k™„e Œƒeƒ/ fw÷
fuLÿ, ykhkuøÞ …uxk  nkuM…ex÷ õ÷e™ef/

fuLÿ fu yLÞ* nkuM…ex÷
(1) (2) (3) (4) (5) (6)

„wshkŒ „úkBÞ 132 105 763 1000
þnuhe 44 106 851 1000

¼khŒ „úkBÞ 115 168 717 1000
þnuhe 39 173 788 1000

* ANM, ASHA, AWW, zeM…uL‚he, CHC, MMU ‚kŽu

4.2.3  W…hkuõŒ fkuüf …hŽe skuR þfkÞ Au fu, „wshkŒ™kt þnuhe rðMŒkh{kt 76% ÔÞrõŒykuyu
¾k™„e Œƒeƒe ‚wrðÄk îkhk ‚khðkh {u¤ðu÷ Au ßÞkhu „úkBÞ rðMŒkh{kt 85% ÔÞrõŒykuyu ¾k™„e
Œƒeƒe ‚wrðÄk îkhk ‚khðkh {u¤ðu÷ Au. „úkBÞ fûkkyu W…÷çÄ CHC y™u PHC™e ‚wrðÄkyku™kt
W…Þku„™u …rhýk{u ònuh Œƒeƒe ‚uðkyku{kt ‚khðkh ÷uðk™wt «{ký þnuh fhŒkt „úkBÞ rðMŒkh{kt ðÄw
skuðk {¤u Au.

4.3  Œƒeƒe ‚khðkh {kxu ÚkÞu÷k ¾[o™k ytËksku
™e[u™kt fkuüf{kt þnuhe y™u „úkBÞ  ûkuºkku{kt Œƒeƒe ‚khðkh {kxu Ëðk¾k™k{kt Ëk¾÷ ŽÞk™k

‚tË¼o{kt ŽÞu÷  ‚huhkþ ¾[o (Œƒeƒe y™u ƒe™ Œƒeƒe y÷„ heŒu)  yk…u÷ Au.
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fkuüf 4.4: ‚khðkh {kxu Ëðk¾k™k{kt Ëk¾÷ ÚkÞu÷ rfM‚k{kt (ƒk¤sL{ r‚ðkÞ) ‚k{kLÞ Œƒeƒe
¾[o y™u rƒ™ Œƒeƒe ¾[o

fu‚ ËeX ‚khðkh …h ŽÞu÷ ‚k{kLÞ fw÷ Œƒeƒe ¾[o(Y.{kt)
Ëðk¾k™k{kt Ëk¾÷ Ëðk¾k™k{kt Ëk¾÷ fw÷ ¾[o
Ëhr{Þk™ ‚k{kLÞ Žðk™k ‚tË¼o{kt ŽÞu÷
Œƒeƒe ¾[o yLÞ ¾[o

…wY»k †e yuftËh …wY»k †e yuftËh …wY»k †e yuftËh
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

„wshkŒ „úkBÞ 17576 10619 14298 1447 1267 1362 19023 11886 15660
þnuhe 21954 18262 20155 1191 1047 1121 23145 19309 21276

¼khŒ „úkBÞ 17528 12295 14935 2199 1841 2021 19727 14136 16956
þnuhe 28165 20754 24436 2286 1757 2019 30450 22511 26455

W…h™e  {krnŒe ™e[u «{kýu yk÷ur¾Œ fhe Au.
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4.3.1 W…hkuõŒ fkuüf y™u yk÷u¾™e rð„Œku skuŒk sýkÞ Au fu, Ëðk¾k™k{kt hkufký Ëhr{Þk™
‚khðkh y™u yLÞ {kxu ŽÞu÷ ¾[o „úkBÞ rðMŒkh™e ‚h¾k{ýe{kt þnuhe rðMŒkh{kt ÷„¼„ 36%

sux÷ku ðÄkhu Au.su †eyku{kt 62% sux÷ku ðÄkhu y™u …wY»kku{kt 22% sux÷ku ðÄkhu Au.ðÄw{kt yu …ý
skuðk {¤u Au fu, „úkBÞ y™u þnuhe ƒt™u rðMŒkh{kt …wY»kku {kxu ‚khðkh{kt ŽÞu÷ ¾[o fhŒkt †eyku{kt
‚khðkh {kxu ŽÞu÷ ¾[o ykuAku ŽÞu÷ nkuðk™wt skuðk {¤u Au.
fkuüf 4.5: Ëðk¾k™k{kt Ëk¾÷ ÚkÞu÷ ÔÞrõŒ(ƒk¤sL{ r‚ðkÞ) …h ¾[o fhkÞu÷ ™kýkt™ku {wÏÞ †kuŒ
- Ëh nòhu

  Ëh nòh fwxwtƒu ™kutÄkðu÷ ËðkfeÞ ¾[o …h™ku ™kýkfeÞ †kuŒ
fkixwtƒef WAe™e ¼kirŒf r{ºkku/‚tƒtÄeyku yLÞ fw÷
ykðf/ ÷eÄu÷e r{÷fŒku™wt ŒhVŽe
ƒ[Œ hf{ ðu[ký Þku„Ëk™

(1) (2) (3) (4) (5) (6) (7) (8)

„wshkŒ „úkBÞ 867 51 4 61 12 1000
þnuhe 904 41 1 41 10 1000

¼khŒ „úkBÞ 678 249 8 54 7 1000
þnuhe 749 182 4 50 13 1000

4.3.2 W…h™k fkuüf™e rð„Œku skuŒk,„wshkŒ™k „úkBÞ rðMŒkh{kt 87% sux÷k fwxtƒku y™u þnuhe
rðMŒkh{kt 80% sux÷k fwxwtƒku {ktË„e™e ‚khðkh {kxu …kuŒk™e fkixwtƒef ykðf/ƒ[Œ{ktŽe ¾[o fhe
þfu Au, ßÞkhu nsw …ý „úkBÞ rðMŒkh{kt 13% fwxwtƒku ykðk ¾[o {kxu yLÞ †kuŒ yux÷u fu, r{ºkku/
‚tƒtÄeyku …k‚uŽe hf{ WAe™e ÷R™u ¾[o fhðku …zu Au. yk ‚tsku„ku{kt {kLÞ «Äk™{tºke©e îkhk ònuh
fhðk{kt ykðu÷ yk{ ykË{e ðe{k Þkus™k y™u Œu™k suðe Þkus™kyku™ku ÷k¼ ÷R {ktË„e Ëhr{Þk™
‚khðkh™k ŽŒk {kuxk ¾[o™u …nkut[e ð¤ðk{kt {ËË {u¤ðe þfkÞ.

5. Œkhýku y™u ¼÷k{ýku
• 44 ð»ko™e ðÞ …Ae ƒe{kh ÔÞrõŒyku™kt «{ký{kt ¢{þ: ™kutÄ…kºk ðÄkhku skuðk {¤u Au y™u

Œu{kt …ý þnuhe rðMŒkh{kt 30-44 ðÞsqŽ™e ‚k{u 45-59™k ðÞsqŽ{kt ƒe{kh ÔÞrõŒ™wt «{ký
Ëh nòhu 71 Že ðÄe™u 241 skuðk {¤u Au su 3.4 „ýku ™kutÄ…kºk ðÄkhku Ëþokðu Au.yk yLðÞu
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[ku¬‚ ðÞswŽ™u ËÞk™{kt ÷R™u Œu {kxu™e ykhkuøÞ y™u ŒtËwhMŒe rð»kÞf ƒkƒŒku™u ÷„Œk Œu{s
ŒtËwhMŒe ŒhV ÷R sŒe hkuStËe Sð™ þi÷e™u ÷„Œk fkÞo¢{ku™k ykÞkus™ îkhk yk ƒkƒŒu ‚wÄkhku
÷kðe þfkÞ.

• ðÄw{kt,„wshkŒ{kt {ktË„e {kxu ‚khðkh ™nª ÷uðk™ku Ëh hküÙeÞ fûkk™k Ëh fhŒk ô[ku Au. hkßÞ{kt
{ktË„e Ëhr{Þk™ ‚khðkh ™nª ÷uðk™wt «{ký …wY»kku fhŒkt †eyku{kt y™u ¾k‚ fhe™u „úkBÞ †eyku{kt
ðÄkhu skuðk {¤u Au.WËk‚e™Œk {kxu™wt yk yuf Mðk¼krðf ÷ûký Au,su nk™efkhf „ýe þfkÞ.

• þnuhe rðMŒkh{kt 11.1% …wY»kku y™u 11.3% †eykuyu {ktË„e Ëhr{Þk™ ‚khðkh ™ ÷eÄe nkuðk™wt
òýðk {¤u Au. su™e ‚k{u „úkBÞ rðMŒkh{kt 19.7% …wY»kku y™u 21.5% †eyku {ktË„e Ëhr{Þk™
‚khðkh ™ ÷eÄe nkuðk™wt sýkðu÷ Au,su «{ký{kt ðÄkhu „ýe þfkÞ.

…kht…rhf heŒu ‚k{kLÞ ‚tsku„ku{kt †eyku{kt …kuŒk™e {ktË„e{kt [÷kðe ÷uðk™e y™u Ëðk ð„h
{xe sþu Œuðk «fkh™e rð[kh‚hýe/¼kð™k yk {kxu fkhýY… nkuR þfu, yk ‚tsku„ku{kt ÷ktƒu
„k¤u ykðk ð÷ký™u …rhýk{u  †eyku™e ŒtËwhMŒe …h rð…heŒ y‚h W¼e ™ fhu Œu nuŒwŽe ¾k‚
fhe™u „úkBÞ rðMŒkhku{kt †eyku™e ŒtËwhMŒe y™u rƒ{khe{kt ‚khðkh ÷uðk ƒkƒŒu ò„]rŒ fu¤ðkÞ
Œu {kxu™k fkÞo¢{ku™wt ykÞkus™ fhðkŽe yk rËþk{kt ‚wÄkhku ÷kðe þfkÞ.

• „wshkŒ™kt „úk{eý rðMŒkh{kt Ëðk¾k™k{kt Ëk¾÷ Ëhr{Þk™ fu‚ ËeX ‚k{kLÞ Œƒeƒe ¾[o Y.

14,298 ŒŽk yLÞ ¾[o  Y. 1,362 Au.ßÞkhu þnuhe rðMŒkh {kxu yk s ¾[o Y. 20, 155
y™u Y.1,121 Au. (fkuüf 4.4)

• „wshkŒ™k „úkBÞ rðMŒkh{kt 87% sux÷k fwxtƒku y™u þnuhe rðMŒkh{kt 80% sux÷k fwxwtƒku {ktË„e™e
‚khðkh {kxu …kuŒk™e fkixwtƒef ykðf/ƒ[Œ{ktŽe ¾[o fhe þfu Au, ßÞkhu nsw …ý „úkBÞ rðMŒkh{kt
13% fwxwtƒkuyu ykðk ¾[o {kxu yLÞ †kuŒ yux÷u fu, r{ºkku/‚tƒtÄeyku …k‚uŽe hf{ WAe™e ÷R™u
ykðku ¾[o fhðku …zu Au.yk ‚tsku„ku{kt {kLÞ «Äk™{tºke©e îkhk ònuh fhðk{kt ykðu÷ yk{ ykË{e
ðe{k Þkus™k y™u Œu™k suðe Þkus™kyku™ku ÷k¼ ÷R {ktË„e Ëhr{Þk™ ‚khðkh™k {kuxk ¾[o™u
…nkut[e ð¤ðk{kt {ËË {u¤ðe þfkÞ.

6. yk¼kh rðrÄ
yk ÷u¾™ {kxu …hk{þof Œhefu ykðu÷k ‚q[™ku {kxu Œu{™ku yk¼kh {k™w Awt.÷u¾ ŒiÞkh fhðk

{kxu™wt «kuí‚kn™ Œu{s {k„oËþo™ yk…ðk {kxu y{khe f[uhe™k r™Þk{f©e yu‚. fu. nwËk, ‚tÞwõŒ
r™Þk{õ©e ykh. ykh. …tzâk, ™kÞƒ r™Þk{f©e ykh. yu. {nuŒk ŒŽk ‚tþkuÄ™ yrÄfkhe©e yu{.

yu{. hkXðk ‚knuƒ™ku yk¼kh {k™w Awt.
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ABSTRACT
Higher Education Institutions are facing rigorous competition for sustainability

regarding low graduation rates, less attendance, and low employability in commerce
field. Most studies in the field of higher education focused on students as customers
and always interested to study the satisfaction or dissatisfaction with their output
and the quality provided to them in the terms of course designed by the institute
itself. Six Sigma is uniquely driven by close understanding of customer needs,
disciplined use of facts, data and statistical analysis, improving and reinventing
business process. Six Sigma is a management philosophy focused on eliminating
mistakes, waste and rework. In six sigma organizations, the employees are
systematically trained and has a martial arts convention for naming many of its
professional roles like Champions, Master Black Belt (MBB), Black Belt (BB),
Green Belt (GB) and Team Leaders(TM) based on their knowledge and experience
to apply statistical tools and techniques. This paper attempts to understand the
deployment of Six Sigma methodology in Higher Education Institutions.

KEY WORDS
Six Sigma, MBB, BB, GB, TM

1. INTRODUCTION
Once upon a time education sector was considered as a stable, traditional
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sector of economy.In the era of globalization, education system has gone through
major remarkable changes. Nowadays higher education has become a commercial
and profitable industry and became a marketable product.These institutes have their
objectives to market their

educational products, in other words different courses and services to the
students so that they can be good citizens of the country. Day by day the competition
from various institutions and universities is mounting up.Every higher education
institution (HEI) is concerned to give the best quality performance to sustain in
the market and put efforts to become a top class institution.The most important
factor of any educational Institute is to provide the quality education to students
and that way they can fulfill their goal to sustain in the market. The word ‘Quality’
is refered to key element of an organization which is working in multiple areas.
In the world of information technology development in socio-economic situations
and growth of knowledge and technocrat demanding customers, quality is not at
all desirable strategy but it becomes a survival strategy. Higher education
Institutions (HEIs) contribute to develop society and nation by growing well
educated and skilled students. Some of the important quality improvements
methodologies are examined in the context of higher education are Total quality
management (TQM), Quality Function Development (QFD), Six Sigma, ISO 9001
and the Malcolm Baldrige National Quality Award. The objective of this paper
is to study six sigma deployment in higher education institution to improve the
quality and service provided by the higher education institutions.

2. SIX SIGMA - EDUCATION INSTITUTIONS
Six Sigma is a continuous modern quality improvement philosophy which

provides improvements for the products, services and profits in many organizations.
Six sigma is a process, 6 standard deviations each may be fitted between the mean
and the upper and lower specification limits.Six Sigma is a data driven concept
for reducing defects, waste and quality problems in organization.Firstly, it believes
in teamwork, which is inherently with the activities in education. It is often used
to measure the ‘goodness’ or quality of a product. Six Sigma methodology mainly
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focus on the following objectives in higher education institutions.
• Basic requirements and expectations of students in the form of goals.
• Develop the process to achieve these goals.
• Applying data analysis to minimize the variation in the process.
• Driving rapid and sustainable improvement to educational process.

3. PERSPECTIVES OF SIX SIGMA
 Two main perspectives of Six Sigma are
•  Statistical view point
•  Business view point.

3.1 Statistical View Point:
When statistical view point in Six Sigma is discussed it is noteworthy

observation that, it is originated from statistics and statisticians. Six Sigma is a
statistical probabilistic and quantitative method.[2].StatisticallySix Sigma is defined
as having less than 3.4 defects per million opportunities or success rate of
99.99967% where Six Sigma is a term used to represent the process variation[1].If
the organization works at 3 Sigma level that is 66800 defects per million
opportunities or success rate is 93.45%.

Table -1 Six Sigma Defects Scale
SIGMA DPMO ( Defects Per COST OF LEVEL

Million Opportunity) POOR QUALITY
6ó 3.4 < 10% WORLD CLASS
5ó 233 10 % - 15 % WORLD CLASS
4ó 6210 15 % - 20 % AVERAGE
3ó 66807 20% - 30 % AVERAGE
2ó 308537 30% - 40 % POOR
1ó 690000 > 40% POOR

3.2 BUSINESS VIEW POINT
In this global business world Six Sigma is defined as a business strategy
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used to improve profitability and efficiency to meet with the customer’s
expectations [1]. The Six sigma methodology was first applied to the manufacturing
and gradually followed by areas like Marketing, purchasing, Service, Administrative
and many more. Most of the organization where to articulate benefit of Six Sigma
presented in financial return by connecting process with cost savings.

The Six Sigma can be defined as Y= f(x), where Y denotes  the product
or service that has to be improved and ‘x’ denotes  a set of factors that influence
Y. ‘f’ is defined as  the function that shows  the relationshipbetween ‘Y’ and
‘x’. Generally quality professionals have focused on output of theprocess (Y) to
improve the process.But to improve process and reduce defects, Six Sigma focuses
on ‘x’ rather than ‘Y’. Ultimately the influencing factors are precisely so improved
to produce not only a defect-free product, but a completely different and superior
one.

For the effective management of any organization it needs several key
positions to develop the mechanism of the organization. Any organization decide
to apply six sigma concept as quality improvement strategy, the organization has
to train its employees or  hire sigma leaders, team leaders and facilitators of six
sigma methodology. Six Sigma is uniquely driven by close understanding of
customer needs, disciplined use of facts, data and statistical analysis, improving
and reinventing business process. Six Sigma is a management philosophy focused
on eliminating mistakes, waste and rework. It is often used as a scale for levels
of ‘goodness’ or quality. Six Sigma professionals exist at every level – each with
a different role to play while implementations and roles may vary. In six sigma
organizations, the employees are systematically trained and has a martial arts
convention for naming many of its professional roles like Champions, Master Black
Belt (MBB), Black Belt (BB), Green Belt (GB) based on their knowledge and
experience to apply statisticaltools and techniques. [3]
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Proposed six sigma structure in Education Institutions
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4. COMPARISON OF SIX SIGMA INDUSTRIES V/S INSTITUTIONS

SIX SIGMA PROFESSIONALS IN
INSTITUTES

Governing body/ Board of members

1. Members of Management/ Trustee
Committee /Chairman

2. Take decision to adapt Six Sigma.

3. Vision for future progress.

Principal/Head of institute

1. Sets up a goal for improving project

2. Finds resources and infrastructure for the
team.

3. Ensure the activity done by the team and
coordinate with the management.

Head of departments (HODs)

1. Communicate with principal and
management.

2. Deals with resistance within department
to implement Six Sigma.

3. Help to resolve team and other conflicts

4. Developer of curriculum/ syllabus.

Assistant Professors

1. Reviews/revises/clarifies according to the
particular subject.

2. Works with team members like visiting
faculties/ seniors students.

3. Motivate, guide and mentor the team.

Visiting faculties/students’ committee

1. Carries out instructions for data collection
and analysis

2. Carries out assignments.

3. Assist black belts/Assistant professors

4. Learns new data-driven ways to manage
the operation.

SIX SIGMA PROFESSIONALS IN
INDUSTRIES

Leadership group council/ Executives

1. Senior Managers/ owners of the company
who plan and execute Six Sigma plan.

2. They target to their goal, aim to achieve
Six Sigma in a planned way.

Project sponsors and Champions

1. A well experience senior managewho form
team of black belts and allot six sigma
projects.

2. Bridge between leadership council and
black belts.

3. Review the progress of their project
frequently and its sustainability.

Six Sigma coach (Master Black Belts)

1. Responsible for coaching/mentoring/
training Black Belts and Green Belts.

2. Helping the Six Sigma leader and
Champions to keep the initiative on track.

3. He acts as a mentor and a trainer

4. Highly experienced and successful
professionals.

Project leader (Black Belts)

1. Full-time professional who acts as a team
leader on Six Sigma projects and accepts
primary responsibility.

2. Provide training in tools to Green Belts
and team members.3. Responsible for on
time performance and meeting goals.

Green Belts

1. Assist in data collection, computer data
input, analysis of data using the software,
and preparation of reports for management.

2. Communicate with champion, MBBs,
BBs3. Leads small projects
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5. CONCLUSIONS
Six Sigma is a data driven methodology and a benchmark that increases

benefit and helps the higher education institute to provide best service through
a quality process and that way institute can produce world class students which
ensure its success.Furthermore, an attempt is made to study comparative relationship
between this popular industrial methodology and its scope of study in an academic
environment.
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Abraham de Moivre was born in Vitry-le-
François in Champagne on May 26, 1667. His
father, Daniel de Moivre, was a surgeon who
believed in the value of education. Though
Abraham de Moivre's parents were Protestant, he
first attended Christian Brothers' Catholic school
in Vitry, which was unusually tolerant given
religious tensions in France at the time. When
he was eleven, his parents sent him to the
Protestant Academy at Sedan, where he spent
four years studying Greek under Jacques du
Rondel.

In 1682 the Protestant Academy at Sedan
was suppressed, and de Moivre enrolled to study

logic at Saumur for two years. Although mathematics was not part of his course
work, de Moivre read several works on mathematics on his own including
Elémens des mathématiques by Jean Prestet and a short treatise on games of
chance, De Ratiociniis in Ludo Aleae, by Christiaan Huygens. In 1684, de
Moivre moved to Paris to study physics, and for the first time had formal
mathematics training with private lessons from Jacques Ozanam.

Religious persecution in France became severe when King Louis XIV
issued the Edict of Fontainebleau in 1685, which revoked the Edict of Nantes,
that had given substantial rights to French Protestants. It forbade Protestant
worship and required that all children be baptized by Catholic priests. De
Moivre was sent to the Prieure de Saint-Martin, a school that the authorities

ABRAHAM DE MOIVRE*

H.D.BUDHBHATTI**

BIOGRAPHY

*   Adopted from wikipedia (the free encyclopedia). We express our sense of gratitude
   for this assistance.
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sent Protestant children for indoctrination into Catholicism.
It is unclear when de Moivre left the Prieure de Saint-Martin and moved

to England, since the records of the Prieure de Saint-Martin indicate that he
left the school in 1688, but de Moivre and his brother presented themselves
as Huguenots admitted to the Savoy Church in London on August 28, 1687.

By the time he arrived in London, de Moivre was a competent
mathematician with a good knowledge of many of the standard texts. To make
a living, de Moivre became a private tutor of mathematics, visiting his pupils
or teaching in the coffee houses of London. De Moivre continued his studies
of mathematics after visiting the Earl of Devonshire and seeing Newton's recent
book, Principia Mathematica. Looking through the book, he realized that it
was far deeper than the books that he had studied previously, and he became
determined to read and understand it.

According to a possibly apocryphal story, Newton, in the later years of
his life, used to refer people posing mathematical questions to him to de
Moivre, saying, "He knows all these things better than I do."

By 1692, de Moivre became friends with Edmond Halley and soon after
with Isaac Newton himself. In 1695, Halley communicated de Moivre's first
mathematics paper, which arose from his study of fluxions in the Principia
Mathematica, to the Royal Society. This paper was published in the Philo-
sophical Transactions that same year. Shortly after publishing this paper, de
Moivre also generalized Newton's noteworthy binomial theorem into the
multinomial theorem. The Royal Society became apprised of this method in
1697, and it made de Moivre a member two months later.

After de Moivre had been accepted, Halley encouraged him to turn his
attention to astronomy. In 1705, de Moivre discovered, intuitively, that "the
centripetal force of any planet is directly related to its distance from the centre
of the forces and reciprocally related to the product of the diameter of the
evolute and the cube of the perpendicular on the tangent." In other words,
if a planet, M, follows an elliptical orbit around a focus F and has a point
P where PM is tangent to the curve and FPM is a right angle so that FP
is the perpendicular to the tangent, then the centripetal force at point P is
proportional to FM/[R*(FP)3] where R is the radius of the curvature at M.
The mathematician Johann Bernoulli proved this formula in 1710.
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Despite these successes, de Moivre was unable to obtain an appointment
to a chair of mathematics at any university, which would have released him
from his dependence on time-consuming tutoring that burdened him more than
it did most other mathematicians of the time. At least a part of the reason
was a bias against his French origins.

In November 1697 he was elected a Fellow of the Royal Society and
in 1712 was appointed to a commission set up by the society, alongside MM.
Arbuthnot, Hill, Halley, Jones, Machin, Burnet, Robarts, Bonet, Aston, and
Taylor to review the claims of Newton and Leibniz as to who discovered
calculus. The full details of the controversy can be found in the Leibniz and
Newton calculus controversy article.

Throughout his life de Moivre remained poor. It is reported that he was
a regular customer of old Slaughter's Coffee House, St. Martin's Lane at
Cranbourn Street, where he earned a little money from playing chess.

De Moivre continued studying the fields of probability and mathematics
until his death in 1754 and several additional papers were published after his
death. As he grew older, he became increasingly lethargic and needed longer
sleeping hours. A common, though disputable, claim is that he noted he was
sleeping an extra 15 minutes each night and correctly calculated the date of
his death as the day when the sleep time reached 24 hours, November 27,
1754. On that day he did in fact die, in London and his body was buried
at St Martin-in-the-Fields, although his body was later moved.

De Moivre pioneered the development of analytic geometry and the theory
of probability by expanding upon the work of his predecessors, particularly
Christiaan Huygens and several members of the Bernoulli family. He also
produced the second textbook on probability theory, The Doctrine of Chances:
a method of calculating the probabilities of events in play. (The first book
about games of chance, Liber de ludo aleae (On Casting the Die), was written
by Girolamo Cardano in the 1560s, but it was not published until 1663.) This
book came out in four editions, 1711 in Latin, and in English in 1718, 1738,
and 1756. In the later editions of his book, de Moivre included his unpublished
result of 1733, which is the first statement of an approximation to the binomial
distribution in terms of what we now call the normal or Gaussian function.
This was the first method of finding the probability of the occurrence of an
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error of a given size when that error is expressed in terms of the variability
of the distribution as a unit, and the first identification of the calculation of
probable error. In addition, he applied these theories to gambling problems and
actuarial tables.

An expression commonly found in probability is n! but before the days
of calculators calculating n! for a large n was time consuming. In 1733 de
Moivre proposed the formula for estimating a factorial as 2

1

!
+− ⋅⋅≈

nn necn . He
obtained an approximate expression for the constant c but it was James Stirling
who found that c was π2 .

De Moivre also published an article called "Annuities upon Lives" in
which he revealed the normal distribution of the mortality rate over a person’s
age. From this he produced a simple formula for approximating the revenue
produced by annual payments based on a person’s age. This is similar to the
types of formulas used by insurance companies today.

Some results on the Poisson distribution were first introduced by de
Moivre in De Mensura Sortis seu; de Probabilitate Eventuum in Ludis a Casu
Fortuito Pendentibus in Philosophical Transactions of the Royal Society, p. 219.
As a result, some authors have argued that the Poisson distribution should
bear the name of de Moivre.

Abraham de Moivre is also known for the de Moivre’s formula, a
formula that links complex numbers and trigonometry and for his work on
the normal distribution an probability theory. De Moivre wrote a book on
probability theory. The Doctrine of Chances, said to have been prized by
gamblers. De Moivere first discovered Binet’s formula, the closed form
expression for Fibonacci numbers linking the nth power of the golden ration
φ to the nth FIbonacci number. He also was the first to postulate the central
limit theorem. a cornerstone of probability theory.

Euler had proved demoivre’s formula for any real n using Euler’s formula,
which makes the proof quite straightforward. This formula is important because
it relates complex numbers and trigonometry. Additionally, this formula allows
the derivation of useful expressions for cos(nx) and sin (nx) in terms of cos(x)
nd sin (x).
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SV NEWS LETTER

K. Muralidharan*

Activities
1. National Conference on “Recent Advancements in Statistics and their

Applications to Society” (NCRASS) during 23-25 March, 2017 at S. P. Pune
University, Pune. 

2. Annual conference of ISPS 2017 at Bharathiar University, Coimbatore.
3. National Conference On Statistics and Optimization Techniques (NCSOT) in

Conjunction with 2nd Convention of Indian Association for Reliability and
Statistics (CIARS-2017) Organized By Department of Statistics (UGC – GDA
Scheme)M.D. University, Rohtak-124001 (Haryana). Date: FEBRUARY 11-
13, 2017. Website: www.mdurohtak.ac.in.

4. International Conference on Interdisciplinary Research and 8th International
Conference on Quality, Reliability Engineering, Infocom Technology and
Business Operations, was scheduled to be held during Feb 8-10th 2017 at
Amity University Greater Noida. Web site: www.amity.edu/jiricqrit2017.

* Statistics Day Celebration
As usual on 29th June 2017, Statistics Day will be celebrated at all places
in India. This time the focal theme is “Administrative Statistics”.

* Prof. and Head, Department of Statistics,
  M. S. University, Vadodara 390 002

M Sc BDA – Big Data Analytics
(A joint venture by St. Xavier’s College and TCS – Tata Consultancy Services)

Eligibility:
First Class in UG with BSc (Mathematics, Statistics), BCA, BA (Economics)

Duration:
2 years (4th semester internship), Intake: 30 seats, Fees: Rs.40,000/-

Class timing: 10.00 am – 4.30 pm
Apply: sxca.edu.in
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READERS FORUM

A. M. PATEL*
[1] Dr. M. M. Bhatt (MUMBAI)

Good efforts have been made to keep the quality of SV. The editorial
Board committee members are doing their best for SV.

The SV , NSV 12, Oct.2016, Special Issue contains 3 articles, 4 research
articles/papers, 1 technical note, 1 Biography with others sections.

My observation / evaluation of the SV , NSV 12, Oct.2016, Special Issue
(a) Articles:
1. Jayesh Purohit would have define / given “What is the meaning of Data”.

From my experience , it has been noted the educated people mix-up the
meaning of Data & Information, for them both are the same /interchangeable.

2. In “Conjoint Analysis” a research mentor A.C.Brahmbhatt mentioned a good
number of examples. Along with these examples, he would have explained
the versatile statistical techniques under conjoint analysis, in little more
depth.

(b) Research Articles / Papers: All research papers are quality papers !
1. The research article / paper on “Simultaneous selection …” by Rajesh

Kumar is a perfect research paper. In his paper a live case study of AICRP
on sugarcane has been discussed. The procedure, theory, data collection
method, multi-location trails in other zones, conclusion and the
acknowledgements are presented perfectly.

2. D. K. Ghosh & Ms. Sangeeta have done good job in writing the paper
on “On Balance….”. They would have taken live examples along with their
theoretical article so that in their conclusion they would have strongly
suggested the importance of BIBD and pair wise block designs.

3. “A study for Pre-Harvest…..” research paper by M.B.Thaker and his co-
authors is also a quality paper. In this paper: (a) Introduction (b) Literature

* Rtd. Principal, H. K. Commerce College, Ahmedabad and Ex. Secretary,
  Gujarat Vidyasabha and Brahmachari Wadi Trust, Ahmedabad.
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review – Data on different weather variables (c) Study area- Geography
& climate of Gandhinagar has been discussed (d) Research methodology
(very important) (e) Tabulation (f) Result oriented discussion (f) Conclusion
(g) Acknowledgement, are presented very well. I feel the authors would
have taken global view of other regions of India, so that better comparison
would have been made.

4. H. M. Dixit and his co-authors have taken a good research paper on “Trend
Models…”, considering GSRTC – one of the largest public service provider
in road transportations of Gujarat State. The methodology and Analysis of
the GSRTC is studied with all possible variables and presented the result
with its conclusion very well.  Even the projection based on data analysis
is also valuable.  But the authors would have explained theoretical methods
in detail.

(c) Technical Note:
   “A review of Quality Management ….” a technical article by Neeta is

considered as a good  note of the current issue. She tries to highlight
how to measure the quality of services with respect to customer satisfaction.
Ms. Neeta would have mentioned the reason for using “Kruskal-Wallis H
test which is an extension the Wilcoxon Rank-Sum test for non parametric
test. She would have presented her results in a tabulation.

(d) Biography:
H. D. Budhbhatti has described a biography of Walter A. Shewhart, the
father of SQC nicely.  Detail historical facts are very well mentioned. The
author would have mentioned more highlights on SQC used in most of
the industrial operations. On the whole it is a good biography.

[2] G.V.S.R. Anjaneyulu (GUNTUR)

Sankhya Vignan : a peer review journal is a nice academic and research
journal. This journal has been giving equal role and importance to all such
as-editorial, peer review by learned colleagues, research articles of all levels,
review articles which vividly explain the contributions of several researchers
budding researchers, biography of the great personalities to inspire everyone,
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book review which is a significant feature of this journal giving useful
information to the readers and finally SV News letter and also Readers
Forum a conference for all the researchers.

I appreciate the efforts of the editorial board and the experts who are
moulding the journal to a great contribution. Quality of work is a never
ending phenomena.

It is a PDA cycle : P-Plan, D-Do, S-Study, A-Act.

Therefore the editorial board continously implements the PDSA cycle for
continuous quality improvements of the publication of this journal.

[3] Dr. G. S. Bhimani (RAJKOT)

Sankhya Vignan journal new series volume (NSV) is being published since
last 12 years. I have found this journal as a catalystic agent for the growth
potential of statistical research work. It includes theortical as well as applied
research articles in many areas of statistical research. The best thing is
that it encourages research workers and practitioners to bring out their ideas
on this platform. All articles are refered and reviewed without any bias.
This process is very quick. Also journal issues are published regularly and
nowadays also digital as well as print copies are sent to the authors with
their offprints followed by a certificate of publication. I have been working
at many places in different categorical works and I really appreciate this
spriti of work. Sankhya Vignan team is to be congratulated for such an
auspicious academic work. I express my hearty congratulations to the whole
team. My best wishes for still more further rapid growth in future.








